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ABSTRACT

MIGHTEE is a galaxy evolution survey using simultaneous radio continuum, spectropolarimetry, and spectral line observations
from the South African MeerKAT telescope. When complete, the survey will image 20 deg? over the COSMOS, E-CDFS,
ELAIS-S1, and XMM-Newton Large Scale Structure field (XMM-LSS) extragalactic deep fields with a central frequency of
1284 MHz. These were selected based on the extensive multiwavelength data sets from numerous existing and forthcoming
observational campaigns. Here, we describe and validate the data processing strategy for the total intensity continuum aspect
of MIGHTEE, using a single deep pointing in COSMOS (1.6 deg?) and a three-pointing mosaic in XMM-LSS (3.5 deg?). The
processing includes the correction of direction-dependent effects, and results in thermal noise levels below 2 ply beam™? in both
fields, limited in the central regions by classical confusionat 8 arcsec angular resolution, and meeting the survey specifications.
We also produce images at 5 arcsec resolution that are 3 times shallower. The resulting image products form the basis of
the Early Science continuum data release for MIGHTEE. From these images we extract catalogues containing 9896 and 20 274
radio components in COSMOS and XMM-LSS, respectively. We also process a close-packed mosaic of 14 additional pointings
in COSMOS and use these in conjunction with the Early Science pointing to investigate methods for primary beam correction
of broad-band radio images, an analysis that is of relevance to all full-band MeerKAT continuum observations, and wide-field
interferometric imaging in general. A public release of the MIGHTEE Early Science continuum data products accompanies this

article.
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1 INTRODUCTION

Radio continuum observations are a uniquely powerful tool in the
pursuit of understanding how galaxies form and evolve over cosmic
time, one of the key goals of modern astrophysics. Radio emission
arises from the cores of active galactic nuclei (AGNs; White et al.
2015; Whittam et al. 2016), and their powerful jet-driven radio lobes
(Laing et al. 2011; Fanaroff et al. 2021); star-formation in ‘regular’
galaxies can be detected via generally fainter synchtrotron emission
(Condon 1992; Jarvis et al. 2010; Delvecchio et al. 2021) as well
as from thermal emission at higher radio frequencies (Murphy et al.
2017); and, on Mpc scales, radio observations reveal diffuse radio
haloes that trace the hot gas within galaxy clusters, as well as the
shock-driven relic structures that can be found on their peripheries
(van Weeren et al. 2019). Advances in instrumentation and data
processing methods over the last decade have led to a new generation
of large-scale radio surveys that are targeting the emission processes
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described above to efficiently gather galaxy detections in statistically
significant numbers, and in a range of environments out to the highest
redshifts.

Telescope time is a finite commaodity, and the most efficient way to
conduct extragalactic surveys is to adopt a tiered approach whereby
areal coverage is traded for observational depth. Examples of ongoing
surveys that are essentially covering the entire sky visible to their
respective observatories are the Australian Square Kilometre Array’s
(ASKAP; Hotan et al. 2021) Rapid ASKAP Continuum Survey
(RACS; McConnell et al. 2020; Hale et al. 2021) and forthcoming
Evolutionary Map of the Universe (EMU; Norris 2015) survey, the
Very Large Array Sky Survey (VLASS; Lacy et al. 2020), and
at lower radio frequencies the Galactic and Extragalactic All-sky
Murchison Widefield Array survey (GLEAM; Hurley-Walker et al.
2017) and the LOFAR Two-metre Sky Survey (LoTSS; Shimwell
et al. 2017) being conducted on the Murchison Widefield Array
(MWA,; Lonsdale et al. 2009) and Low Frequency Array (LOFAR;
van Haarlem et al. 2013), respectively. Complementary to these are
intermediate tier surveys that have higher sensitivities over areas
of approximately hundreds to thousands of square degrees, such
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MIGHTEE continuum processing and Early Science

as the VLA Stripe 82 surveys (Heywood et al. 2016; Mooley
et al. 2016), the 325 MHz observations of the Galaxy and Mass
Assembly (GAMA) fields with the Giant Metrewave Radio Telescope
(Mauch et al. 2013), and the imaging surveys with the Westerbork
Synthesis Radio Telescope’s Aperture Tile In Focus (APERTIF)
upgrade (van Cappellen et al. 2021). Finally, over smaller areas,
typically 1-10 deg?, we find the deepest radio surveys reaching pJy
sensitivities, well into the regime where regular star-forming galaxies
are dominating the radio source counts (e.g. Prandoni et al. 2018;
Matthews et al. 2021), for example the deep VLA observations of the
COSMOS field (SmolCi¢ et al. 2017; van der Vlugt et al. 2021), the
VLA Hubble Frontier Fields survey (Heywood et al. 2021), the e-
MERLIN e-MERGE project (Muxlow et al. 2020), the LoTSS deep
fields (Tasse et al. 2021), and the ‘DEEP2’ observations (Mauch
et al. 2020) with the South African MeerKAT telescope (Jonas &
MeerKAT Team 2016).

MeerKAT consists of 64 x 13.5 m dishes with offset Gregorian
optics, providing an unblocked aperture. It is equipped with three
receiver bands: UHF (544-1088 MHz), L band (856-1712 MHz),
and S band (1750-3500 MHz). Three-quarters of the collecting area
is within a dense, 1 km diameter core region, and the remaining
dishes are situated around the core, providing a maximum baseline
of 8 km. The large number of baselines, wide field of view (1 deg
at L band), and low ( 20 K) system temperature all conspire to
make MeerKAT an exceptionally fast and capable synthesis imaging
telescope. The correlator can also deliver up to 32768 frequency
channels, delivering excellent spectroscopic imaging capabilities.

Also coming in at the deep end is MIGHTEE (MeerKAT Inter-
national Gigahertz Tiered Extragalactic Explorations; Jarvis et al.
2016). MIGHTEE is one of MeerKAT’s flagship Large Survey
Projects, a galaxy evolution survey that is using simultaneous
continuum, polarimetry (Sekhar et al., in preparation) and spectral
line (Maddox et al. 2021) measurements to investigate the formation
and evolution of galaxies over cosmic time. It will use 1000 h
of observations with MeerKAT’s L-band receivers, with the goal
of imaging 20 deg® over four extragalactic deep fields, namely
COSMOS, the Extended Chandra Deep Field South (E-CDFS), the
southermost field of the European Large Area ISO Survey (ELAIS-
S1), and the XMM-Newton Large Scale Structure field (XMM-
LSS). The deep multiwavelength data in these fields is essential
for obtaining redshifts for the radio sources, and disentangling the
relative contributions of star formation and black hole accretion
to the total radio emission (White et al. 2017). The design of
the MIGHTEE survey is such that the total intensity continuum
images reach the classical confusion limit of MeerKAT with rms
fluctuations of approximately 2 pJy beam™t. The field selection
and the large investment of telescope time from the observatory
provide MIGHTEE with an unrivalled combination of depth, area,
and corresponding multiwavelength data, pushing both the survey
parameters and the resulting science beyond the state of the art.

This article presents a description (Section 2) and validation (Sec-
tion 4) of the continuum data processing strategy for the MIGHTEE
survey. The wide field of view and extreme instantaneous sensitivity
of MeerKAT means that direction dependent calibration methods are
necessary to reach the requirements of the survey’s design. We use
this processing strategy to provide the ‘Early Science’ continuum
data products for the MIGHTEE survey (Section 3), namely a single
pointing in the COSMOS field, and a three-pointing mosaic in
the XMM-LSS field, from which we extract component catalogues
(Section 3.3).

In designing and validating our data processing strategy, we
conducted an investigation of some different primary beam correction
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methods for broad-band radio continuum imaging, and we include
the results of this investigation here, as it is more broadly relevant
for wide-field, full-band imaging with MeerKAT, and modern radio
interferometers in general. We provide a public data release® of the
catalogue and image products with this article. In the interests of
reproducibility, and to provide even more detail on our processing
methods for the truly curious, the scripts that were written to process
the MIGHTEE data are made available online? (Heywood 2020c).
These have already proven to be suitable for general, semi-automatic
processing of MeerKAT continuum observations, and continue to be
developed.

2 OBSERVATIONS AND DATA PROCESSING

In addition to providing an initial release of continuum data to the
community, the Early Science phase of MIGHTEE has also been
used to develop and refine the data processing methods for the full-
scale survey. This section provides a summary of the Early Science
observations, and a detailed description of the full-band, Stokes I
continuum imaging strategy. Numerous software packages are used,
as cited in the sections that follow.

2.1 MeerKAT observations

The properties of the MeerKAT observations that make up the
MIGHTEE continuum Early Science products are listed in Table 1.
In total there are 25 h of observations in COSMOS for an on-source
time of 17.45 h. For the three pointings in XMM-LSS, there are
16.05, 16.12, and 16.03 h for XMM-LSS_12, XMM-LSS_13, and
XMM-LSS_14, with 12.41, 12.45, and 12.43 h of on-source time,
respectively. The observational set-up depends slightly on the vintage
of the observing block. Typically, primary calibrators were visited
for 5-10 min, at least twice per block, and secondary calibrators
were visited for 2-3 min following every 20-30 min target scan.
As part of the verification of the Early Science data (Section 4),
we also image and make use of all of the pointings available in
COSMOS at the time of writing, although these image products
are not part of the Early Science data release. These additional
observations are summarized in Table B1. For all observations used
in this paper, the correlator integration time was 8 s per visibility
point.

2.2 Flagging and reference calibration (1GC)

Each individual MeerKAT observation, as itemized in Tables 1
and B1, is a self-contained block containing scans of the target
as well as scans of appropriate primary and secondary calibrator
sources.® These calibrator sources are used to derive corrections for
instrumental and propagation effects that are then applied to the target
data, a process known as first-generation calibration, or 1GC.

For each observation we used the KAT Data Access Library* to
convert the visibility data into Measurement Set format (Kemball
& Wieringa 2000). Flags generated by the telescope’s control and
monitoring system were applied, and frequency averaging was also
performed at this point to reduce the number of channels (natively

Lhttps://doi.org/10.48479/emmd-kf31

2y0.1; https://github.com/lanHeywood/oxkat

3Polarization calibrators are also included, however, we do not make use of
them for the total intensity continuum processing.
4https://github.com/ska-sa/katdal
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Table 1. Properties of the MeerKAT observations of the COSMOS and XMM-LSS fields that form the MIGHTEE Early Science data.

Date Block ID Field RA Dec. Track On-source Nchan  Nant Primary Secondary
(uT, J2000) (h) (h) calibrator calibrator
2018-04-19 1524147354 COSMOS 107002856 +02°12 21 8.65 6.1 4096 64 J0408—6545 3C 237
2018-05-06 1525613583  COSMOS 10M"00M28%6 +02°12 21 8.39 5.1 4096 62 J0408—6545 3C 237
2020-04-26 1587911796 COSMOS 10"00M28%6 +02°12 21 7.98 6.25 32768 59 J0408—6545 3C 237
2018-10-06 1538856059 XMMLSS_12 02"17m515 —04°49 59 8.02 6.22 4096 59 J1939—6342  J0201—1132
2018-10-07 1538942495 XMMLSS_13 02"20m42s —04°49 59 8.07 6.22 4096 59 J1939—6342 J0201—1132
2018-10-08 1539028868 XMMLSS_14 02"23m22s —04°49 59 8.03 6.19 4096 60 J1939—6342  J0201—1132
2018-10-11 1539286252 XMMLSS_12 02"M17m515 —04°49 59 8.05 6.23 4096 63 J1939—6342  J0201—1132
2018-10-12 1539372679 XMMLSS_13 02"20m42s —04°49 59 8.03 5.92 4096 62 J1939—6342 J0201—1132
2018-10-13 1539460932 XMMLSS_14 02M23m228 —04°49 59 8.0 6.24 4096 62 J1939—6342  J0201—1132

either 4096 or 32768) to 1024. Basic flagging commands were
applied to all fields using casa (McMullin et al. 2007). The bandpass
edges and the Galactic neutral hydrogen line were flagged for all
baselines. Frequency ranges containing persistent radio frequency
interference (RFI) were flagged on spacings shorter than 600 m.
The autoflagging algorithms TFCROP and RFLAG were used on the
calibrator fields with their default settings.

The primary calibrator was used to derive delay and bandpass
solutions (both per-scan), and frequency-independent complex gain
corrections amplitude and phase terms (per integration time) using
the GAINCAL and BANDPASS tasks in CASA. We used the Reynolds
(1994) model (see also Heywood et al. 2020a) to predict the
spectral behaviour of the standard calibrator PKS B1934—638. In
the case of the primary calibrator being PKS 0408—65, we assume
a point source model with a flux density of 17.066 Jy beam™,
and a spectral index® of —1.179, the reference frequency being
1284 MHz. The calibration is iterative, with rounds of autoflagging
on residual (corrected — model) visibilities taking place before the
next iteration.

The gain solutions derived from the primary were applied to the
secondary calibrator. We derived complex gain corrections (one
solution per scan) from the scans of the secondary calibrator in
eight spectral bins. These gains were scaled according to the gain
amplitudes derived from the primary calibrator, using the cAsSA
FLUXSCALE task, allowing us to determine a polynomial model of
the intrinsic spectral shape of the secondary calibrator. We then
derived per-scan complex gain corrections from the observations of
the secondary using this intrinsic model with the GAINCAL task. This
process compensates for the effects of the large fractional bandwidth
of MeerKAT. If the secondary calibrator deviates significantly from
being spectrally flat, then the flux scale may be biased if this is not
taken into account.

The final reference calibration step was to apply the gain solutions
to the target data, which were then split out into a separate Mea-
surement Set and flagged using the TRICOLOUR® package. Following
the removal of the low-gain bandpass edges there is approximately
800 MHz of usable bandwidth. A further loss of about 50 per cent of
the data within this region is typical following autoflagging. The RFI
occupancy is strongly dependent on baseline length, and most of this
loss occurs on spacings shorter than 1 km in the core of MeerKAT
(see also Mauch et al. 2020).

5Note that throughout this paper we adopt the convention that the flux density
S is related to frequency v via the spectral index parameter a: S v,
Shttps://github.com/ska-sa/tricolour
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2.3 Direction-independent self-calibration (2GC)

The use of the target data themselves to further refine the antenna-
based gain corrections is known as self-calibration, or second-
generation calibration (2GC). Multifrequency synthesis (MFS) im-
ages of the target data were made using wscLEAN (Offringa et al.
2014). The full-band data were imaged without a cleaning mask, with
deconvolution terminating after 100 000 clean components or when
the peak residual reaches 20 pJy beam™?, whichever occurs first. A
clean mask was derived from the resulting image, excluding regions
below a local threshold of 60, where o is an estimate of the local
pixel standard deviation. We estimate ¢ as a function of position
following the method of Tasse et al. (2021). Consider a set of n
pixel brightness measurements X, drawn from an image with pixels
that follow a normal distribution with a mean of 0 and a standard
deviation of 1. The cumulative distribution of Y = min{X} is

1
F=1- 5 1—erf a% , 1)

where erf is the Gaussian error function. This allows a factor to
be derived that converts a measurement of min{X} to ¢ for a
given value of n, by finding the point where F(y;) = % The
number of measurements n is governed by the sliding box size
within which min{X} is evaluated for each pixel in the image.
The MIGHTEE fie\ljjs are dominated by compact sources, and we
find that a value n = 50 gives high completeness, returning
large numbers of true sources across the full field while excluding
positive artefacts surrounding brighter sources. Minimum statistics
are a good estimator of local noise since thermal noise should be
symmetric about zero, and the corrupted point spread function (PSF)
that dominates regions blighted by calibration artefacts also has
correspondingly lower negatives. The filter is, however, not sensitive
to true source confusion that manifests itself as a positive tail on
a histogram of pixels drawn from a total intensity radio image.
Following the creation of the deconvolution mask, the original blind-
clean image is discarded and the data are re-imaged using this
mask.

All images extend into the sidelobes of the primary beam in
order to deconvolve and model the many sources which are readily
detected by MeerKAT in those regions. The total image extent is
10240 x 10240 pixels, each pixel spanning 1.1 for a total image
extent of 3.13 x 3.13 deg?.

The multifrequency clean components from the masked image
were used to predict a visibility model in eight spectral bins, and the
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data were self-calibrated using the CASA GAINCAL task.” Frequency-
independent phase corrections were derived for every 64 s of data,
and an amplitude and phase correction was derived for every target
scan, with the solutions for the former applied while solving for the
latter. The self-calibrated data were then re-imaged using WSCLEAN,
and the cleaning mask was refined based on the self-calibrated image,
and a lower local noise threshold of 5.50.

2.4 Direction-dependent self-calibration (3GC)

The dynamic range of the MIGHTEE images is limited by the
presence of direction-dependent effects (DDEs). At L band, these are
principally caused by the time,® frequency, and direction dependent
variations in the antenna primary beam pattern, coupled with pointing
errors. DDEs manifest themselves in the radio images as error
patterns resembling a corrupted PSF around off-axis sources of
moderate brightness (e.g. stronger than a few tens of mJdy).

Images from all modern radio telescopes with high sensitivities
and broad bandwidths tend to be DDE-limited at some level, and as
such many techniques have emerged for dealing with these effects,
the so-called third-generation [of] calibration, or 3GC. Visibility-
domain treatments include the use of differential gains (Smirnov
2011b, c), which is a multidirectional successor to single-source
peeling. Approaches that are based on image plane operations include
A-Projection, which corrects for DDEs using convolution kernels
applied during gridding of the visibilities (Bhatnagar, Rau & Golap
2013), and faceting schemes that apply corrections assuming that
DDEs are piecewise constant on a per-facet basis when producing a
wide-field image (Tasse et al. 2018). For the MIGHTEE continuum
processing, we primarily adopt the latter image plane facet based
approach (Section 2.4.2), with visibility domain treatments for
certain pointings that require it (Section 2.4.1).

2.4.1 Peeling a problem source

Pointings that have a single, dominant, problematic source (typically
an off-axis source with an apparent flux density upwards of 100
mJy beam™) can be subjected to an additional processing step.
This involves modelling the source and its associated DDE and
subtracting it from the visibility data base entirely, a process more
generally known as peeling. This is achieved by imaging the data
with WSCLEAN, with masked deconvolution over a high number of
sub-bands (32 by default), and with lower Briggs (1995) robust
weighting (—0.6 by default) in order to obtain a model with high
angular and spectral resolution. Model visibilities are then predicted
into two separate columns in the Measurement Set, one of which
contains only the problem source, and one containing the rest of the
sky model. The cusicAL package (Kenyon et al. 2018) is then used
to solve for a direction-independent gain term (G, with a default
time/frequency interval of 2.4 min/256 channels) using the complete
sky model, while simultaneously solving for an additional complex

"Note that for full-survey MIGHTEE continuum data this step has been
replaced by a phase and delay self-calibration operation using CUBICAL
(Kenyon et al. 2018), which has been demonstrated to yield improved results
(as implemented in OXKAT v0.2). The latest version is recommended always.
8 Although the MeerKAT primary beam pattern has relatively low sidelobes,
the main lobe is not circularly symmetric. The telescope mount causes this
pattern to rotate on the sky as an observation progresses. The main lobe
variation in the beam holography corresponds to a 5 per cent amplitude
variation at the nominal half-power point over the course of a full track.
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gain term (dE, with a default time/frequency interval of 9.6 min/64
channels) against a model that contains only the problem source. The
model of the problem source is then subtracted from the visibilities
with dE applied, and the residual visibilities containing the rest of
the sky are corrected with G, ready for subsequent imaging.

An illustrative Measurement Equation (Smirnov 2011a) that de-
scribes the problem of direction-dependent calibration can be written
as

Vpg=Gp  dEpXspqdEy, G, @)

q
S

where V is the visibility matrix, p and g represent antenna indices,
and X is the coherency matrix for source (or direction) s. When
subtracting a single dominant source s = {0, 1}, and the dE terms
are fixed to unity for s = 0. Direction 0 is represented in this case
by the full clean component model covering the entire field of view
down to the cleaning threshold, minus the dominant source.

The legacy approach to peeling involves phase-rotation of the
visibilities to the direction of the problem source, self-calibrating
on that source using a direction-indepenent solver such as the CAsA
GAINCAL task, subtracting the model perturbed by the best-fitting gain
solutions, and then undoing the phase-rotation and gain corrections
to form the residual visibilities.

The simultaneous solving of G and dE offered by cusicaL (and
first introduced by MEQTREES; Noordam & Smirnov 2010) is facil-
itated by the implementation of an explicit Measurement Equation
such as the one above. This has two main advantages over the legacy
approach, namely (i) the inclusion of global G solution means that the
residual visibilities are less prone to biases such as ghost sources (e.g.
Grobler et al. 2014) and flux suppression (e.g. Mouri Sardarabadi &
Koopmans 2019) and (ii) the process is fully general and can subtract
multiple problematic sources simultaneously rather than iteratively.

For the Early Science data, the peeling step was applied to only two
observing blocks, which were those from the XMMLSS_13 pointing,
in order to suppress the effects of the strong compact double source
at J2000 02M'21M43314 — 04°13 46.6s. However, for the full survey
this process will be routine for many of the pointings in E-CDFS and
ELAIS-S1, both of which are known to contain a dominant confusing
source.

2.4.2 Facet-based DDE corrections

Direction-dependent corrections were made by imaging the visibil-
ities, either those produced following the 2GC stage (Section 2.3),
or those produced by the peeling step (Section 2.4.1), with DDFACET
(Tasse et al. 2018). Multiple Measurement Sets containing data from
a common pointing centre are brought together at this stage.

The refined cleaning mask produced following self-calibration was
used. Hoghom (1974) CLEAN was used for decovolution in eight
frequency sub-bands, with the termination thresholds set to 100 000
iterations or a residual peak of 3 pJy beam™, ensuring a deep clean
is performed within the mask, and a deep sky model is produced.
The resulting model was manually partitioned into typically 10
directions, the exact number depending on the location of off-axis
problem sources in the field being imaged, as well as the need to retain
suitable flux in the sky model per direction. The KiLLMS package
(e.g. Smirnov & Tasse 2015) was then used to solve for a complex
gain correction for each direction with a time/frequency interval of
5 min/128 channels.

Another run of DDFACET reimaged the data, applying these
directional corrections. For all imaging steps prior to this point

MNRAS 509, 2150-2168 (2022)
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Figure 1. A schematic diagram of the COSMOS field. This shows the
full extent of the images formed during the processing of the MIGHTEE
continuum data, and the grey polygons show the tesselation pattern over which
directional gain corrections are applied in the case of the COSMOS pointing
(see Section 2). The imaged area is significantly larger than the main lobe
of the MeerK AT primary beam, the 50 per cent (0.97 deg?) and 30 per cent
(1.62 deg?) levels of which are shown by the concentric circles. The central
‘+’ symbol marks the MIGHTEE Early Science COSMOS pointing centre.
The numbers mark the locations of the additional pointings used in the
analysis in Section 4.5, as summarized in Appendix B. The surrounding
circles show the range of the nominal 97 percent cut of the primary beam
pattern for each pointing. The additional ‘+’ marker close to pointing 4 is
the pointing centre of the CHILES survey (Fernandez et al. 2013), and the
blue box shows the coverage of the VLA-COSMOS 3 GHz Large Project
(Smoil¢ic et al. 2017).

(except in the case where a strong source is peeled using a higher
resolution model), we use a Briggs’ robustness parameter value of
—0.3. However, for the final images we run DDFACET twice, with
robust values of 0.0 to generate an image optimized for sensitivity,
and —1.2to produce a shallower image with higher angular resolution
to aid with the multiwavelength cross-matching process.

An example of the directional partitioning can be seen in Fig. 1,
with the 13 regions (tesselations) used in the case of the Early Science
COSMOS field (the position of which is shown by the central *+’
marker’) delineated by the grey convex polygons, representing the
patches of sky over which a unique KiLLMS solution is applied. Fig. 1
also shows the full area that is imaged, with the inner and outer
concentric circles showing the distance from the phase centre at
which the primary beam gain has nominally dropped to values of
0.5 and 0.3, respectively. The background image of Fig. 1 shows
a saturated version of the full COSMOS image, and many sources
outside the 30 per cent primary beam level are visible. Please refer
to the caption of Fig. 1 and Section 4.5 for further information.

2.5 Restoring beams, primary beams, and mosaicking

We perform a post-processing step on the image products in order
to impart uniform angular resolution to the mosaicked continuum
products, within each of the four MIGHTEE Early Science fields.
The clean component model produced by DDFACET is convolved
with a circular Gaussian, the size of which is selected to slightly
exceed the size of the largest major axis (for each of the two
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weighting settings) from the list of fitted restoring beams for the
pointings in and given field. In the case of the Early Science data,
this was only applicable to XMM-LSS, however, the COSMOS
field was processed in the same way for consistency.® Following
the convolution of the clean component model, we convolved the
residual image with a homogenization kernel computed using the
PYPHER package (Boucaud et al. 2016). The goal here is to bring
the residual image to a resolution that closely matches that of
the restored model, assuming that the fitted restoring beam well-
approximates the shape of the main lobe of the synthesized beam
(the true PSF). Following these two convolution operations, the
model and residual images were summed. The differing of the
synthesized beams from pointing to pointing is much less of an issue
for MIGHTEE than for larger-area snapshot surveys, as the long
tracks and relatively compact mosaics do not give rise to significant
variations. However, this process ensures that the mosaics can be
delivered with restoring beam information in the header that is
consistent across each of the constituent fields in a mosaic, which
is beneficial for photometric accuracy (see Section 4.2), as well as
image-plane stacking experiments and P(D) measurements (Scheuer
1957; Condon et al. 2012).

The convolved image products for each pointing were corrected
for primary beam attenuation by dividing them by a model of the
Stokes | primary beam pattern, evaluated at 1284 MHz using the
EIDOS (Asad et al. 2021) package. The main lobe of MeerKAT’s
primary beam is not circularly symmetric, resulting in a beam gain
that varies with azimuthal angle by 5 per cent at the nominal half-
power point. We smear this variation out by azimuthally averaging
the beam model prior to the division.

Finally, the image products at both resolutions were mosaicked
together using the MONTAGE!? software, using the usual variance-
weighted linear combination of pointings, and blanking pixels in
each of the constituent images beyond the distance from the phase
centre where the beam gain nominally drops below 0.3.

3 EARLY SCIENCE CONTINUUM DATA
PRODUCTS

The observations listed in Table 1 were processed using the methods
described in Section 2, and the resulting images presented here
form the basis of the MIGHTEE Early Science continuum data.
The subsections that follow describe the final total intensity images,
as well as additional derived image and catalogue products.

3.1 Total intensity images

The total intensity MIGHTEE Early Science images for COSMOS
and XMM-LSS are shown in Figs 2 and 3, respectively. These images
are both the low resolution/high sensitivity variants, imaged with a
robust weighting value of 0.0, with angular resolutions of 8.6 and
8.2 for COSMOS and XMM-LSS, respectively.

We measure the thermal noise in these images by taking the rms
of the pixel values in clean, source-free regions away from the main
lobe of the primary beam in the images prior to primary beam
correction. In the robust 0.0 COSMOS image, the thermal noise is
1.7 wly beam™?. The deepest combined part of the robust 0.0 XMM-
LSS mosaic reaches 1.5 pJy beam™2. Both of these values exceed the

9This process was also used for the full COSMOS mosaic (Section 4.5 and
Appendix B) to give the constituent images matched resolution.
Ohttp://montage.ipac.caltech.edu/
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Figure 2. The MIGHTEE COSMOS Early Science image. The angular resolution is 8.6, and while the thermal noise in the data is 1.7 pJy beam™? this
map is limited by classical confusion at approximately 4.5 Wy beam~2. The image covers 1.6 deg? and contains almost 10 000 radio components with peak
brightnesses exceeding 50 |ocal (Se€ Section 3.3 for details). The pair of giant radio galaxies reported by Delhaize et al. (2021) are visible towards the top and in

the lower third of the image.

design goals of the MIGHTEE survey, which was to reach a depth
of 2 ply beam™, based on simulations of the angular resolution of
MeerKAT, its sensitivity, and the expected classical confusion limit.

The central regions of the robust 0.0 images are indeed limited
by classical confusion rather than thermal noise. Classical confusion
imposes a fundamental limit to the depth of an astronomical image,
occuring when the surface density of discrete sources increases to
the point where the angular resolution of the instrument is no longer
sufficient to separate them. An often used definition of classical
confusion is that it occurs when the number of synthesized beam
solid angles per source falls below some value (typically 10-20).

There is, however, no formal way to determine the level at which
it affects an image. The classical confusion limit depends not only
on the angular resolution of the image but its depth (coupled to the
shape of the source counts function), as well as local astronomical
clustering and sample variance effects (Heywood, Jarvis & Condon
2013). For example, the rms of the pixels in the central region of the
(robust 0.0) residual COSMOS image is 5.5 pJy beam™1, although
this will contain some contribution from the sub-5.50 sources that
did not get included in the final cleaning mask, were not deconvolved,
and thus are still present in the residual image. This is therefore likely
an overestimate of the true confusion limit.
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Figure 3. The three-pointing MIGHTEE Early Science mosaic covering 3.5 deg? of the XMM-LSS field, with an angular resolution of 8. 2.

Fig. 4 shows the inner 0.75 x 0.375 deg? of the COSMOS image,
in order to contrast the image in Fig. 2 with its higher angular
resolution, less confused counterpart. The higher angular resolution
(robust —1.2) images in COSMOS and XMM-LSS are not limited
by classical confusion, and have 1o noise levels of 5.5 and 6 ply
beam™?, respectively. The angular resolution of the robust —1.2
images is 5 arcsec in both of the Early Science fields.

3.2 Effective frequency images

The antenna primary beam response causes the gain of a telescope
to be a strong function of direction but the pattern width is also
inversely proportional to the observing frequency. Although MFS
imaging techniques allow broad-band interferometric data to be used
to produce deep continuum images, the effective frequency at which
each pixel samples the sky brightness distribution in the final image
can differ significantly from the nominal band centre frequency. A
source catalogue derived from a broad-band image or mosaic will
contain flux density and brightness measurements that are made
at a range of effective observing frequencies. Here, we determine
the effective observing frequency as a function of position in order
to provide consistent measurements in the source catalogues (see
Section 3.3).

For each individual pointing, we calculate the effective frequency
(for a spectrally flat source) v for each pixel (x, y) in the full-band
image using the weighted mean

Vi Ai(X,y) 0,2

Ay o ®

Verr(X, ) =
where Aj(x, y) is the primary beam attenuation at pixel (x, y) for

sub-band i, and o; is the 10 noise level in sub-band i. The noise
levels are measured directly from each of the eight sub-band images.
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It is assumed that these sub-band sensitivity measurements coarsely
capture several effects, including the differing amount of RFI losses
in each sub-band, the frequency-dependent system temperature, and
the imaging weights. The effective frequency will also be sensitive
to the latter, since the robust —1.2 images will give more weight
to longer baselines, and RFI generally affects shorter spacings. The
relative contribution of RFI-prone regions will thus be decreased in
images made with weighting that is closer to uniform.

For the XMM-LSS field, the three per-pointing effective frequency
maps are mosaicked together using the same weighting scheme as
was used for the total intensity mosaic shown in Fig. 3. The suitability
of using a narrow-band primary beam correction factor in a broad-
band MFS image is a separate issue that we investigate in Section 4.5.

Fig. 5 shows histograms of the effective frequency distribution as
a function of area for both the COSMOS and XMM-LSS images,
and for each of the two robust values that the data were imaged with.
The weighting that delivers higher angular resolution has a lower
effective frequency, consistent with the distribution of the RFI across
MeerKAT’s L band, and it affecting primarily shorter spacings. The
range of effective frequencies in the mosaic spans approximately
100 MHz in all cases, and deviates from the nominal band centre
frequency by a maximum of 157 MHz (the lowest effective frequency
in the high-resolution XMM-LSS mosaic). This corresponds to a
maximum flux density correction factor of 8.4 per cent for a source
with a spectral index of —0.7. We return to this issue in the context
of the Early Science source catalogues in Section 3.3.4.

3.3 Radio component catalogues

Here, we describe the production of the catalogues for the MIGHTEE
Early Science continuum data. This process makes use of an
automated source finder to extract features from the image. The
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Figure 4. The central 0.75 x 0.375 deg? of the COSMOS Early Science image, showing the effects of the two different weighting schemes. The upper and
lower images have angular resolutions of 8.6 and 5 arcsec, respectively. The higher angular resolution image is noise limited rather than confusion limited, with

a 1o noise level of 5.5 ply beam ™.

resulting data base of components is then processed further, making
use of some of the additional image products described above. We
refer to the ‘raw’ output of the source finding software as the Level-0
catalogue, and the processed catalogue as the Level-1 catalogue, both
of which are made available. The structure of the Level-1 catalogue
is given in Appendix A. The cross-identification of the radio com-
ponents with their optical/near-infrared (NIR) counterparts (Level-2
catalogues) will be presented by Prescott et al. (in preparation).

3.3.1 Source finding

We used the pYBDSF source finder (Mohan & Rafferty 2015) to
locate and characterize components in the primary beam corrected
COSMOS image, and the XMM-LSS mosaic. Briefly, PYBDSF works
by using a sliding box to estimate the local background noise
(010cal) as a function of position in the image. It then locates

pixels in the image whose brightness exceeds the local background
noise by some factor (in this case 50 o). A flood-fill algorithm
is then used to identify islands of contiguous emission down to
some secondary threshold, in this case 30ocy. These islands are
then iteratively fitted with point and 2D Gaussian components, and
PYBDSF then attempts to group point and Gaussian components into
sources, based on the brightness of the pixels between components
in relation to the secondary threshold, and a separation criterion
based on the measured sizes of the components. A catalogue
describing the properties of the components and source groupings
is then exported, and this raw output forms our Level-0 catalogue
products. The Level-0 catalogues derived from the robust 0.0 images
contain 9915 and 20397 components in COSMOS and XMM-
LSS, respectively. The steps in the sections that follow describe
the modifications and additions that are made to produce the Level-1
catalogues.
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