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Abstract

Groundwater in the South Western Karoo plays a vital role in the overall water supply in the
region. However, this resource is vulnerable to impacts famtiropogenic and natural
activities. Mitigating the impacts on groundwater quality and quantity depends on the
information provided by groundwater monitoring networks. The information provided by
groundwater monitoring networks allow for timely and effextintervention to take place
before widespread degradation occurs. In recent times, there has been interest in exploiting
potentially vast natural resources of shale gas in the South Western Karoo. However, studies
have highlighted links between shales gevelopment and groundwater contamination. There

are concerns that these issues of groundwater contamination and overexploitation can occur
in the South Western Karoo during shale gas development. One of the key features that need
addressing is the lackf a statistically sound baseline that can inform on the natural
conditions of the groundwater system, before development of shale gas exploitation.

The current groundwater monitoring system in the region is not adequately designed to
capture the requirelevel of information in the context of shale gas development. Hence, this
research was aimed at developing a groundwater monitoring system to provide the necessary
baseline data and perform detection monitoring during shale gas development. A case study
area in the South Western Karoo, South Afriwas chosen to address this reseg@mdblem.

The objectives of the current research were to: 1) design a groundwater monitoring network,
2) establish the natural baseline using current and historical groundwatiy data, and 3)

determine monitoring parameters and frequency of monitoring.

In-orderto design a regional gradwater monitoring network based owiltiple objectives, a
geostatisticahydrogeological apprahd was applied. This allowed foptimizaion in terms

of density of monitoring network, and takes into account key hydrogeological features of
interest when position monitoring pointBhe analysis revealed the current network, which
contained 34 monitoring points, to be irregularly distribuéed clustered throughout the

case study area. Using kriging techniques a new network density was calculated, where
monitoring pointswere separated byapproximately 16.7 km. Asystematic sampling
approachwas applied to a hexagonal sampling grid, which thaspotential to reduce the
kriging prediction standard error. Using key hydrogeological features such as contaminant
transport pathways and water resources zones, 1 new monitoring per grid cell (in most cases)

was placed within proximity to these featsirén this manner, the groundwater monitoring
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network was expanded from 34 to 91 monitoring pointg fAéw network showed a decrease
in the kriging prediction standard error compared to the existing network, which suggests a

gain in information.

To estdlish the natural baseline, the historical and current groundwhésnistrydata was
analyzed using statistical method@nly 5 groundwaterchemistrypoints exist in the case

study area with a sample size large enough to perform the statistical reveeexgdlbratory

data analysis revealed that for most analytes the distribution was spread far beyond the mean,
with high variability (skewed heavily by the presence of outliers). This would imply a large
population of expected values during sampling, whighgests that the aquifer is not in a
steady state. All datasets were considered to be spatially and temporally independent. A total
of 67.5 % of the analytes had noarmal distribution, while the natural logarithm of the
datasets was only marginally bettd 63.9 %. Seasonality was not present in the dataset, but
more frequent annual sampling is required to accurately determine seasonality with greater
confidence. Long term trends on the other hand are clearly evident within the time series of
37% of theanalytes. This indicates that the aquifer is not in a steady state. Finally data should
not be pooled due to differences in mean and variability between the data points. Instead an
intrawell analysis should proceed, which will allow ssfecific interpreations. From the
results presented in this thedlse current level of data is not sufficient to statistically
determine the baseline conditions of the aquifiére high variabilityand secular trends

should be investigated from a hydrogeological point of view.

In objective 3, the literature was reviewed in order to develop a list of parameters that must
be sampled during monitoring his resultedn 6 classef chemical parameters thatclude

macro inorganic chemical constituents, trace elements, inorganic compounds and dissolved
gasses, and radiochemistry and isotopes. Anthropogenic chemicals commonly used in
hydraulic fracturing fluid, were also included.pre-development baselineanitoring phase

should be undertaken with no more thauarterly sampling, due to slow groundwater
movement. A detection monitoring phase should follow during shale gas development.
During detection monitoring phase) order to manage the large list ofrgaeters, the
sampling frequency plan followed a tiered appro&2hly exceedance of thresholds set per

tier warranted sampling in the next tidfevertheless, it was determined that no more than

guartely samples should be collected, based on grounditaterates



In conclusion an optimized spatial network of monitoring points was designed, which
showed an overall increase in spatial distribution and thus airgaifiormation across the

case study aredt was shown that the current groundwater gualdta is not sufficient to
statistically determine the baseline with confidence. Hence newtésngmonitoring should

take place to increase the current level of diltee parameters and frequency of monitoring
were shown to be best managed by a tiepgataach, which will allow better management of
monitoring cost and facilitate the early detection of contaminants. However more data is
required that will allow further optimization of the monitoring network and allow the
establishment of a confident andfensible baseline. In this case it shows that developing
shale gas in the region with the current monitoring system and level of data may lead to
groundwater contamination and overuse. It is recommended that the monitoring system
presented be implementéal allow for the collection of at least 3 years of-gevelopment

data.
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Chapter 1 : General introduction

1.1.Introduction

In the semiarid regions of the South Western Karoo groundwater forms an integral part of
the overall freshwater supply. The local population in the South Western Karoo depends on
groundwater for domestic, agricultural and industrial purposes. Howeveandyater in this
regionis vulnerable to natural anainthropogenidnfluence In light of changingclimatic
conditions, recurring droughts, population growth, and increasing urbanization, greater effort

is needed to protect this vital resource.

Bestmanagement strategiase usually employed to addressues of groundwater protection
and sustainability. These strategiase often informed bycontinuousmonitoring of the
resource, which provides the information during decision making processes igemnaamd
situations.Regular monitoring ofgroundwater resourcdas performed irorder to provide
information onnatural background (baseline) conditions grbundwater quantitywater
levels)and quality as well as to detect any changes is these propdttiethermore it also
informs authorities as to the cause of the chgnghether it be as a result of contamination
or within natural fluctuationgVrba and Adams, 2008 herefore groundwater monitoring is

a "mustdo” practice to ensure groundwater protection.

Groundwater monitoring programs exists in either one of two forms depending on the
objectives: regional/national scale schemes that are intended to classify background values
and trends (baselines), or local/ssigecific scale schemes that are intenbealdress issues

of compliance or detection monitorirffgoaicigaet al, 1992; Vrba and Adams, 2008) is

advised thatan early warning mechanisrbe incorporated into both these schemes, and
indeed sitespecific monitoring does normally fulfil this neduljt regional schemes generally

do not(Vrba and Adams, 2008[Earlydetectionof contamination (or changeis)an excellent

tool to combat the effects of contaminants on groundwater qéitilick et al, 2003; Vrba

and Adams, 2008)Limiting degradation in the event of groundwater contamination and

overexploitatiorcan ensure that remediatimfeasibleandmanageable

In the South Western Karoo, oil and gas companies are interested in exploiting shale gas
resources in the region. With this comes the added risk of contamirtatioegional

groundwater resourc€¥engoshet al, 2014) Therefore this studgroposes the development



of a regional groundwater monitoring system, presenting in it the information necessary to

designan effective system for protection against thesriskshale gas development
1.2.Background information

In the last decade shale gas has emerged as a new and cleaner energy source, compared to
coal and other fossil fuelgWait and Rossouw, 2014)Unconventional hydrocarbon
reservoirs, such as shale gas, compared to conventional reservoirs require unconventional
techniquedo develop dued their low permeabilities {§. 1.1.) (Boyeret al, 2011) Shale

gas is contained within deeply buried organic rich shale formadiath,requireslternative
extraction techniques to produce, suwdhorizontal drilling and hydraulic fracturin@J.S.

Environmental Protection Agency, 2017)

é Land s/urfaoe

Convention{elld
non-aaggCIa e Coalbed methane
Conventional
o e associated A

Ol

Sandstone

Tight sand——
/ 9as

(Gas-rich shale

'y e Lk Aol i AA D e

Figure 1.1. Schematicshowing the geology of various hydrocarbon reservoirs. Reservoir such as g&sh shales, tight
sands and coalbed methane are forms of unconventional hydrocarbon depositt).S. Energy Information
Administration, 2011).

The United States of Amerid@J.S.A.), using horizontal drilling and hydraulitacturing

were the first to exploit shale gas reservoirs, with great success. Production of shale gas from
plays such as the Marcellus shale, Barnett shale and Eagle Ford shale have made the U.S.A.
one of the biggestnatural gas producersni the world (U.S. Energy Information
Administration, 2016a; InternationBnergy Agency, 2017)The success experienced by the
U.S.A. has generated shale gas interests in other countries, including South Africa. Vast
reserves of shale gas have been predicted in the deep formation of the KardGbeakeh



al., 2013; Pieterseat al, 2016) A number of nternational diandgas companies have since
applied for exploration rights in the Sbern Karoo region, to exploit these reserves
(Petroleum Agency of South Africa, 2013)

However, hydraulic fracturing has been criticised for being an environmentally detrimental
practice specifically on the shallow groundwater environm@ilimsteadet al, 2013; Vidic

et al, 2013; Jacksont al, 2014; Vengoslet al, 2014) Osban et al, (2011)andJacksoret

al., (2013) highlighted the issue of methane gamgration in the shallow groundwater
systems in the Appalachian baswihich has brought to light the serious issue of faulty well
barrier constructioiDavies, 2011)Steyl and Van TondgR013)argue that the toxic nature

of hydraulic fracturing fluid couldontaminate shallow groundwater resosrdéany of the
chemicalsused in hydraulic fracturing fluigvere known to be carcinogens (e.g. Benzene,
Naphthalene); others are neurotoxins and reproductive toxins (e.g. Isopropanol, Ethylene
Glycol), and that these chemicals can impact the health of end (#bornet al, 2011,
Committee On Energy and Commerce, 2011; Malal, 2013 National Toxic Network,
2013; Bamberger and Oswald, 201A)so flow-back fluids and pduced watersvhich are
highly saline and @ntain above normal levels of naturalbgcurring radioactive material
(N.O.R.M), may pose a contamination risk to shallgroundwater system@erry, 2011;
Haluszczalet al.,2013)

There are concerns amongst scieststl stakeholders that stray gas, hydraulic fracturing
fluid, deep saline brines and N.O.R.ban infiltrate into the shallow groundwater aquifers in

the Karoo(Steyl and Van Tonder, 2013; Van Tondsral, 2013) This mayimpact the
shallow groundwater quality, and its use as a freshwaters source may no longer be functional
(Jacksoret al, 2014) The situation may be exacerbated by the presence of dolerite dyke that
intrude through the Karoo Supergroup. These dykes complicate the structure of the basin and
provide pathways for fluid movement fromeeper formations to the shallow aquifers
(Woodford and Chevallier, 2002; Steyl and Van Tonder, 2013; Van Tenady 2013)

The complexitiesassociatedvith shale gas productions in South AfriG@s highlighted in
section 1.2, necessitates the importante establisheffective groundwater governance
protocols (Pietersenet al, 2016) This introduces the importancef monitoring which
informs the decision making proceg¢s O 6 B et al.e2013; Pietersent al, 2016) Theneed

for predrilling baseline and the parameters tbatpose it wil aid the interpretation of data



during possible shale gas contaminatipavies, 2011; Jacksoest al, 2013;et&06Bri en

2013)

1.3.Problem gatement

Although monitoring is performed the region,the design and seip of this monitoring
systemis not adequate to provide theecessarylevel of datathat can inform effective
decision makingTheobjective of the current groundwater monitoring network in the South
Western Karoo isnore concerned witimonitoring groundwater resource availability.is

not designed to collect regional background (baseline) groundwateirdatidition it is not
designed to monitor trends in groundwater environment for detection of contamifhatios.
context of this study, without effectiviiecision makingthe contaminatiorthat might arise

from shale gas developmerduld negatively affect groundwater resources.

Groundwater resources of the South Western Karoo is a scarce resource, that is already
vulnerable to contamination and misuflee Maitre et al., 2009) With the possible
development of shale gas resources in the future, groundwaterrces ithe South Western

Karoo may be placedt even greater riskience if no effort is made to develop an effective
groundwatemonitoring systenbefore shale gas delopment commences, then widespread
contamination may occur that will deteriorate the groundwater resoitoe®fore, the main
problem that this study is intended to solve is, what groundwater monitoring system

configurationcanbe designed thelp mitigate risks associated with shale gas development

1.4. Aims and dbjectives

The aim of this research e develop a groundwater monitoring systemtfa collection of

baseline date and detection monitoringaftamination from shale gdsvelopment
In order to achieve thigim, 3 objectives were sets follows:

I. Design a regional groundwater monitoring network that will effeltivyerotect
groundwater resource

Il. Assess current and historgroundwater quality datan-order to develop baseline
conditions of relevant groundveatqualityparameters

[ll. 1dentify monitoring parameters and frequency of monitorthgt are require to

develop baseline conditions and predict contamination from shale gas development



1.5. Scopeof the gudy

Shale gas development does not only pose a risk to groundwater resources, but also to surface
water resources and air quality as w@&ke Wit, 2011; Jacksoet al, 2014) However to

ensure thatite methodology is not complicated by an increase in variables, this research will
focus solely on researching the development of a groundwater monitoring system. In doing so
the validity of the results achieved can be ensured. Extensions into other erantah

domains are beyond the scope and expertise of this research.

The concept of the objectives of a monitoring system was introduced. The objectives
influence thedesign of the monitoring systerm this research th&cope/objective§urpose)

of the designed groundwater monitoring system is 1) collect baseline groundwater quality
data, and 2) provide detection monitoring. The scope of this groundwater monitoring system
has been limited to these 2 objectives to avoid increasing the compkcadiuh to ensure
methodologies can be applied in a valid manhience the objectives set in section 1.5. was
setup specifically to focus on achieving the scope of the groundwater monitoring system.
Objective 1 will focus on the position of the monitoripgints, objective 2 will focus on the
baseline (referengeonditions, and objective 3 will focus on what parameters to measure and
when to measure. In essence these or three components of a baseline and detection

monitoring system.

The generalstudy areaf this research is located within the South Western Kérap 1.2).

It is also located within the upper Bree@euritz catchment area, and contains a large local
population that is dependent on groundwater resouftesgeneralstudy areaepresents the
regional aspect of this researchs extent is intended to cover portiorts the most
prospective areas f@hale gas development. Howevttis research will focus oa smaller
more restricted case study area (see chapter 3) was cheselerirto effectively apply the
methodology used in this thesis sub-set of theHydstra data points shown in figure la2e

part of the current monitoring network.
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Figure 1.2. Map of the general study area located in the upper Breed8ouritz catchment area (red line). The
Hydstra boreholes are shown to indicate the available data points (i.e. scope of the available data).

1.6. Rationale of the research

This researcls part ofa more expansivé/ater Research Commission (WRC) project related

to unconventional gas development in South Africa, and its links to the groundwater
environment. As part of expert discussions during the WRC prdjextneed for baseline
conditions of grandwater system to be established, was highlightee reason being that
understanding existing natural conditions within the aquifers before shale gas development
will allow us to detected and &rpret changes in the aquifer afsdrale gas development
(Davies, 2011; Jackscet al, 2013) Intrinsic to achieving a baseline understanding of the
aquifer,is a comprehensive groundwater monitgraystemwithout which the necessary data

cannot be acquired.

From an academic standpaqitite literature is limited with regard to groundwater monitoring
network design in the context of shale gas developmritmuch research has been done on
this topicglobally and within South AfricaDetection monitoring for instance is generally
only applied to sitespecific situationandnot on a regional scal¢Vrba and Adams, 2008)
Hence the novelty of the researcnd the methodology therein, can be seen as a new

approach to groundwataronitoring system design, at least within South Africa.



1.7. Research famework

Development of a groundwater monitoring system in the context of shale gas
development in the South Western Karoo, South Africa

Objective 1
Design appropriate

groundwater monitoring

network

Objective 2
Establish baseline
condition of the shallow
groundwater system

Objective 3
Establish thgparameters
to monitor and the
frequency of monitoring

A 4

A 4

Problem statement:

Current spatial distribution
of groundwater monitoring
network in the region ig
inadequate to meet th
scope of this research.

|

Problem statement

Without a statistically
sound and defensibl
baseline pralevelopment,
trends and changes in th
shallow groundater
system cannot be detecte

)

Research gestion:

What  configuration  of
monitoring pointswill better
capture baseline data of th
case study area and allo
detection monitoring?

Research question:
What are the curren
baseline conditions of th
shallow groundwatel
system, in terms of
groundwater quality?

l

Approach:

Methodologies to
monitoring netwok design
involve either a
hydrogeological approach
or statistical approach.
However a singular
approach is not adequate
due to the multiple
objective purpose of the
monitoring network. Hence
to manage competing
objectives a novel hybrid
geostatistical
hydrogeological approach
was applied.

Approach:

Although various
approaches exist to
determine the
baseline/background
conditions of an aquifer, a
statistical analysis is the
most advantageoughe
ability to set the mean ang
anomalous data ranges is
crucial during detection
monitoring. However this
kind of analysis is
dependent on available
data and should be
interpreted in a
hydrogeological sense.

|

Problem statement:

There is a lack off
consensus on whg
parameters  should b
included in the baseling
and how to incorporatg
there parameters durin
monitoring.

v

Research question:

What parameters shoul
be monitoring and how
often, to aid the
identification of shale gas
contamination?

Approach:

The selection of parameter
to monitor should include
those parameters that
define the natural baseline
conditions of the aquifer as
well as those that can be
used as unigue chemical
signature for thgresence
of shale gas contamination
Monitoring strategy must
manage parameters of
concern in a cost effective
manner, during sampling.

A 4

Groundwater monitoring system




1.8 Outline of the thesis

Chapter 1 isan introduction of this researclntroducing the topic and the importance of it.
Chapter 2 is a comprehensive and critical review of the literature, starting with a brief history
of the shale gas and hydraulic fracturing. Followed by a discus$ideratureregarding the
objectives rentioned in section 1.4£hapter 3 details the research methodology general
approach that is utilised to accomplish the aim of this rese&ichpter 3 also includes a
description of the study area, in terms of its demographics, geology arudgyd among

other aspectsChapter 4 presenthe results of objective 1 followed by discussiointhe
results. Chapter 5 preseititee results of objective 2 and followed also by a discussion of the
results. Similarly for chapter 6 which describes the resultbjgictives 3 ana discussion of

it. Finally chapter 7is a succinct summary arwbnclusion of the entire researadnd will

recommend ideas for further research.



Chapter 2 : Literature r eview

2.1.Introduction

Groundwate monitoring has become antegal part of managing groundwater resources.
Groundwater monitoring systems have evolved significantly as new knowledge has become
available. Technological advances in the field have propelled this evolution, from
conventional ground based observatiorfuturistic remote monitoring systerfihe current
chapter is a review of the relevant literature pertaining to the 3 objectives stated in the
previous chapter. This chapteresents the reviewed literature in such a mannetoas
contextualize this studippic, build a knowledge base and highlight any gaps in the current
understanding of this research tapitherefore thechapterstarts with a review of the
background literature, building on from the corresponding section in the previous chapter.
Therafter a systematic analysis of the relevant litergtuegarding each objective of this
research topic, is performe@ihe current chapter ends with a summary of key insights from

the reviewed literature.
2.2.Shale gas andhydraulic fracturing

Shale gas is &orm of natural gas that is contained within the pore spaces of deeply buried
organic rich shalegKuhn and Umbach, 2011phale gas has been grouped with coal bed
methane and tight sands as unconventional reservoirs due to their extremely low hydraulic
conductivities (shale formations will typically have a permeability of between 0.0001
0.000001 millidarcies{King, 2012)

Hydraulic fracturing is an artificlaenhanced stimulation technique used to extract natural
resources, such as shale gas, from below the earth's surface more effifiieBtly
Environmental Protection Agency, 201T) its most modern form involves the fracturing of
subsurface geological formation, usingthpressure fluidgmost commonly waterr gasses
(Gandossi, 2013)

Hydraulic fracturing coupled with horizontal drilling wésst usedin the Barnett shale in
1991 (Robbins, 2013)and with the arrival of "slickvater" technologies, saw a massive
boom in shale gas production in Anuwer (Gallegos and Varela, 2015puring 2015the
annual total production in the U.S.A. from the vadcshale gas plays was more than 15
Trillion Cubic Feetof natural gagU.S. Energy Information Administration, 20160)his
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representapproximately 8% of total natural gas production in the U.S.A., compared to only
1% in 2000(Stevens, 2012; U.S. Energy Information Administration,7201

Shale gas, which is a cleaner energy source to @enWit, 2011; MacKay and Stone,
2013) may be a viable option for Souftfrica’'s energy mix. Indeed if shale gdasvelopment

is to proceed in South Africa, it is most likely that the combination of horizontal drilling and
"slick-water" hydraulic fracturing will be used tateact the natural gas. Figure 2lllistrates

the general process of shale gas extracfibis involvesthe injection of hydraulic fracturing

fluid into horizontal boreholes at pressure. The increase in pressure fractures the shale

formations liberating the natural gas contained in the shale formation.

Roughly 200 tanker A pumper truck injects a Natural gas flows out of well. .

trucks deliver water for mix of sand, water and ; Storage  Natural gas is pipad
the fracturing process.

chemicals into the well. Recoverad water is stored in open
ST pr—

i pits, then taken to a treatment

i oplant.
¥ pit i I I

tanks to market.

[ 1.000
Hydraulic Fracturing

o Hydraulic fracturing, or

: “fracking,” involves the injection
of more than a million gallons
e of water, sand and chemicals
3.000 at high pressure down and
across into horizontally drilled
wells as far as 10,000 fest
5,000 below the surface. The
pressurized mixture causes the
rock layer, in this case the
— Marcellus Shale, to crack.
These fissures are held open
by the sand particles so that
natural gas from the shale can
flow up the well.

Figure 2.1. Infographic illustrating the typical application of shale gas extraction using hydraulic fracturing
(ProPublica, 2017)

2.3.Hydraulic fracturing and contamination

Scientific investigations o the environmental impact of hydraulic fracturing and shale gas
developmenthave been numerous in the last few years, mostly due to public criticism.
Studies have highliged the general concerns with shale gas extraaiorthe &allow

aquifers: contamination of stray methane gesphtamination and toxicity of hydraulic
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fracturing and drilling fluids on the environment, contamination by N.O.R.M's, and the
infiltration of saline brinegDe Wit, 2011; Steyl and Van Tonder, 2013)

One of the most publicized invegditions attempting to connect hydraulic fracturemgd
groundwater contamination was conducted @sbornet al. (2011) The analysis of 68
groundwater samples from private water wells in the AppalacB&sin reveals a higher
concentration of thermogenic methane closer to active gas praduetits. Compared to a
more biogenic signature for methane further away. Tuosld suggest the influence of
hydraulic fracturing and shale gas developmentthe concentration of methane in the
shallow aquifer systenkurther investigations byacksoret al. (2013)confirms that indeed
thermogenic methane was more prominent closer to shale gasQvélts, however, argue
that this does not indita a direct link to hydraulic fracturing@nd that other mechanism of
stray gas migration need to be considdiavies, 2011)It would appear wise to monitoring
closer to production boreholes, which could act like psimtirces of pollution (see the
following paragraph). However, it is not yet known where production borehole will be

placed, and soannot be accounted for in the present research.

Artificially induced fractures created by the hydraulic fractugpmgcess is one possible
mechanism that could promote stray gas migration, but these tend to be no greater than 600m
in length (Davies et al, 2012; Flewelling and Sharma, 2014h deeply buried shale
formations that are separated from the shaljroundwater systems by thousands etres

of sediments, chances of hydraulic fracturangating pathways for contaminant migration is
extremely low(Kuhn and Kempka, 2013)herefore, thisresearch does not consider this

feature in the design of the present groundwater monitoring network.

Othermechanisrg, and of most concern, is the possibility that stray gas can leak into shallow
aquifer system from faulty well botarriers, or througimatural fractures, faults and dykes,
among othergDavies, 2011; Gbornet al, 2011; Warneet al, 2013; Jacksoset al, 2014)
Studies into well integrity failure have been complete€bysidineet al. (2013, Vidic et al.

(2013, Davieset al. (2014, Ingraffeaet al. (2014) Their results indicated theaulty well

bore barriers arenajor concern during shale gas development and hydraulic fractiming
addition, he Karoo Esin is intruded by numerous dolerite dykes, that are known to provide
pathways for groundwater movement between shallow formations and deeper formations
(thermalsprings)(Woodford and Chevallier, 2002{lowever the movement of groundwater

in the deep geology is still poorly understd&bsewarnet al, 2013; Steyl and Van Tonder,
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2013; Van Tondeet al, 2013) Hence thelocation of these dykesnd old deep boreholés

incorporated into the design of the present groundwater monitoring network.

Methane may not be thenly the issue wih regard to contaminah and shale gas
development. Mdraulic fracturingfluid and drilling fluids which is used to perform the
hydraulic fracturingoperation is known to contain a cocktail of compounds that are toxic and
or carcinogenido humans(Colborn et al, 2011; Committee @ Energy and Commerce,
2011; National Toxic Network, 2013 hese can be introduced through faulty well bore
barriers, but are more likely introduced into the shallow aquifers through surface spills of
flowback & produced fluidgOlmsteadet al, 2013) Hence this research includes parameters

that can identify the presence of hydraulic fracturing fluid in the aquifer.

NORM's are ao an environmental concern shale gas developmengflthough these
elements do occur everywhere throughout nature, they are more concentrated in shale
formations(Perry, 2011) NORM's are generally a concern with regargtoduced water

where they become concentrated in storage pdqResry, 2011) It is during improper
handling and storage that these toxic ffuodntaminate the groundwat@®@Imsteadet al,

2013) Similarly produced waters tend to be hypersaline and can severely deteriorate the
guality of the groundwater if introduced to the shallow aqui{&fsngosh et al, 2014)

NORM maybe an even greatezoncern in the Southern Karoo, with the presence of uranium
ore-bodiesin the sediments of the Karoo Supergrqiuaneet al, 1989) Hence, in the
present research parameters that monitor the radioactivity of the groundwater is included.

What is often not discussed when concerned about the environmeéfetak of shale gas
developments groundwater oer-exploitation. In the U.S.A. the acquisition of water for the
drilling and hydraulic fracturing comes mainly from surface water, groundwater and
hydraulic fracturing waste watereuse (U.S. Environmental Protecin Agency, 2016)
Though the total consumption has been far less than other industries, which should not affect
national water deman@J.S. Environmental Protection Agency, 201Bpweverin arid or
semtarid environmentsnajority of the water comes from groundwater, and this could cause
local groundwater shortagg¥engoshet al, 2014) In the pesent study, through the

monitoring of groundwater levels, ovexploitationis recognised.

Section 2.3introduces the most criticatonceris; such as stray methane gaxic hydraulic

fracturing fluid, and NORMwith regards to contaminant3hey alsohighlight possible
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pathways for contamimé movement in the subsurfacich as dolerite dyke and faulty well
casingsIn addition, overexploitation of already stressed water resources in the Karoo could
also created water shortages in the region. Innsamy hydraulic fracturing and shale gas
development could present the Karoo with serious groundwater related issues such as
contaminationHence, the need forgroundwater monitoringystem that could prevent such

contamination and degradation of watesawrces.
2.4. Current literature pertaining to research objectives
2.4.1.Groundwater monitoring network design

Groundwater monitoring systemstwork are essential components for effective
groundwater managemerfi/rba, 2001) They promote informed decision making by
providing valuable data on groundwater characteristics, such the csia@&iand trends in
guality and quantityAs such they are valuable tools in issues of groundwater protections and
sustainability(Vrba and Adams, 2008)

However most montoring systems artocused primarily on identifying and controlling the
effects of groundwater quality deteritioans and not on preventative gestion (Vrba and
Adams, 2008) As suchdetection monitoringncorporated in a conventional groundwater
monitoring system is a must for comprehensive protec{Miba, 2001) Groundwater
monitoring warning systers are required to detect changes in the groundwater before
widespreaddegradation occurs and thus allow timely response to alleviate the (sabag
2001; Gullicket al, 2004) Hence the scope of tlggoundwater monitoring systems designed

in the present study includd®e ability to perform detection monitoring on a regional scale.

The design o groundwater monitoringetwork depends mostly on the specific objective of
the systen{Duttaet al.,1998) Factors such as the hydrogeology, variables of concern, scale
of the network, surfacansaturategaturated zone interactions, contamiraydrogeology
interactions, as well as anthropogenic activities must be considered when designing
monitoring wells and well locationfKim et al., 1995; Duttaet al., 1998; Vrba and Adams,
2008) Hencedue to the varied nature ofdiipgeological environments across the wotte
transferability of an existing system to another region is generally not appl{Eatitaet al.,

1998) Thus this research focuses on an alternative approach to design the intended

groundwater mondring system, based on the specific objectives
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In general there are 3 components that constituent a groundwater monitoring systeler,

to realise it's objectiv€Subcommittee on groundwater, 201Bhese are: the spatial network

of monitoring points (or the monitoring network density), tregjuency of monitoring and

the variousanalytesof concern(Subcommittee on groundwater, 2018Bhe setup of these
components once again depends largely on dhgctives requiredin the design of
monitoring Current trends in the literature focus on tise of optimization techniques the
monitoring netvork design, most specifically towards network den&iyou, 1996; Nunest

al., 2004; Theodossiou and Latinopoulos, 2006; Chadalavada and Datta, 2008stYeng
2008; Naranyet al, 2015 and many mofe For example,geostatistical techniques are
commonly used to determine the spatial network of monitoring pokusdier to ctlect non
redundant information from the aquif@fanget al, 20(). Optimization in such a manner is
applied more readily currently ageater effort is madt limit cost of monitoring network
implementation (Theodossiou and Latinopoulos, 2006; Chadalavada and Datta,. 2008)
Because of the strength of geostatistical techniques, it is adopted into this methodology of
this study.

In terms of objectives, this is the main factor influencing the overall design and
implementation of the groundwater monitoring netwfuaicigaet al, 1992; Subcommittee

on groundwater, 2013)According to Loaiciga et al. (1992) Groundwater monitoring
systems around the world generally exist to meet one or more of the following criteria:
ambient monitoring, detection monitoring, compliance monitoring, or reseaonitoring
Ambient monitoring (or background monitoring) is concerned with establishing
characteristics of regional groundwater systems. Detection monitoring is designed to detect
the presence of target parameters as soon they exceed backgroundThisits typical
applied in and around point and Rpaint sources of contamination, such as wastposal
sites.Compliancemonitoring network are normally sap to enforce strict rules pertaining to
groundwater qualiteharacteristicafter detection. While research monitoring is the spatial

and temporal network used to achieve specific research (@oalcigaet al,, 1992)

According to(Vrba and Adams, 2008he scale of monitang networks genafly come in

two forms: Background monitoring and s#eecific monitoring. Background monitoring
network are concerned with establishing the natural groundwater characteristics (baseline),
and are usually applied at a national/regional scale, but mayealapplied at a local level

(Vrba and Adams, 2008).ocal or sitespecific monitoring networks are designed normally
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to address a specific problem (point source pollution), for example the monitoring of
pollutants leached at waste disposal s{fé¢da and Adams, 2008Both designs should
ideally include arform of detection monitoring (early warning systefWyba and Adams,
2008) In shale gas application in the Karoo it may be necessary that a combination regional
and sitespecific (around well pads) system be desigfward et al, 2005; Jacksoet al,
2013; eaB2i3k n

One important consideration when designing groundwater monitoring systems is the effects
of anthropogenic activitieuttaet al.,1998) In this regard the concern is mostly with how
contaminants are introduced into the groundwater environment (irg.goarrce, multpoint

source, or a diffuse source, etfyrba and Adams, 2008)In shale gas activity the
contaminants can be introduced to the groundwater from various surface and subsurface
sources(Jacksonet al, 2013) By extension it will also be important to understand the
movement and interaction of the contaminants (e.g. stray methane gas) within the shallow
subsurface environme(rba and Adams, 2008Yhis would directly affeicthe construction

and location of monitoring wellCurrently the understanding on the contaminant transport
movement with regards to shale gas South Africa context is very limited. This research
does not aim to addregshis issue however possible transport mechanism and potential

receptors is considered in this research.

Most of the contaminants of concern in shale gas production have been well researched
before in other applications (e.grine salts and hydrocarbon§orody @012)describes the

fate and transport of hydrocarbon gases in the subsuKaa.al.(2012)also researched the

fate and transport of radioactive elements in Karoactured rock aquifers.U.S.
Environmental Protection Agenc{2011) also presents various articles on the fate and
transportation of various contaminants in hydraulic fracturing operations. Howeeeazis

limited information on the characteristics of chemical additives (in drilling and hydraulic
fracturing fluids) in the subsurfaddacksonet al, 2013) In addition limited information
existon the fate and transportation of more uncommon compounds, sdtiRasand Ba,

explainsJacksoret al.(2013)

The early warning functiothat can be implementad groundwater monitoring systems can
be achieved through the implementation of various techniques: remote sensing techniques,
soil-gas surveys, vadose zone monitoring, étba, 2001; Vrba and Adams, 2008)he

temporal resolutions (i.e. the observation/sampling frequency) and the monitoring wells
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network play an important role in realising the early warning fundtidrader and McKee,
2014) Indeed much has been written about the optimization of groundwater monitoring
networks both temporally and spatialllyoaiciga et al, 1992; Meyeret al., 1994; Zhou,
1996; Wuet al.,2005; Khader and McKee, 2014oweve, the lack of datan the source of

contaminationin a Karoo context, hinders the implementatbéan early warning system

Regarding theéemporal resolution of the monitoring network, conventional sampling and
laboratory analysis are often to slow to provide time effective war(8tayeyet al.,2011)

For more rapid detection reine online systems are employed which can detecsitm)
contamination and relay infoation at near redime to an early warning syster{Storeyet

al., 2011) However this is not yet a perfected technolognd the merger of different
components of such a systems (i.e. data transmission, sensors, data managtnenete.)

still requires moreesearct{Gunatilaka and Dreher, 2003; Stoegyal, 2011)

Considering that so many factors contribaten effectivegroundwater monitoring systerit

is unfortunate that there are so few examples within unconventional resources, from which to
extract lesson. Hiact only one such system was found, and is currently being operated as a
pilot project in theDenverJulesburg Basin oNorth Eastern Colorad@Center for Energy

and Water Sustainability, 2014)In this area the exploration and production of
unconventional oil and gas has increased significantly in the last few (yearsd Carlson,

2014) Hence the need fordetection monitoring system.

The system consist of a network of monitoring statithiag are linked toa realtime system

which transmit the data almost instantaneously to a data management centre, where it is
analysed by an advance data management geftwalled CANARY.This software wsa
designedto manage such networks and to detect anomalous changes in the observations
compared to background valug@dcKennaet al, 2010) Similar software is available in the
market each with itswen advantages and disadvantaffet®reyet al.,2011) The use of such
software in this study is an important componentrigieo to perform the role of detection

monitoring.

In South Africa groundwater monitoring is part of the responsibilities of the Department of
Water and Sanitatio(DWS), as stated by national legislatioan Wyk, 2010) The DWS
operates a national network of water level (approx. 2500 points) and water quality (Approx.
311 active points and approx. 150 inactive points) monitoriagjoss (van Wyk, 2010;
Department of Water & Sanitation, 2017a, 2017Bdth water levels and water quality

16



observations are conducted biannuailythe dry and wet seasdBepartment of Water &
Sanitation, 2017a, 2017b)

According to the national framework setup by DWS the water level monitoring network can
operate as both a regional background monitoring network and if necessary aspacsite
monitoringnetwork(van Wyk, 2010) However the water quality monitoring network (ZQM
points) generally are only developed for regional background data coll§gtonWyk,
2010) Hence, the spatial distribution of monitoring points in the case study area is not
adequateto capture the required level of data to establish a statistically scasalire
Furthermore, Here does not exist a groundwatigtection monitoring system the Karoo,

for the monitoring and prevention of groundwater qualdyerioration The aim of this study

is to address this issue tdgveloping the appropriatgoundwater monitoring network.

2.4.2. Towards a groundwater baseline in the South Western Karoo

Osbornet al. (2011)was one of the first to investigate the link between hydraulic fracturing
and groundwater contamination. Their research mdpthat hydraulic fracturing and shale
gas operations were the most likely cause. Howdvavies(2011)makes the comment that
hydraulic fracturing cannot conclusively be labelled as the caud®ut a predrilling
baseline of shallow groundwater properties, a sentiment echoéslbgrnet al. (2011)
Similarly, a United StatesrivironmentalProtection Agencyinvestigation into groundwater
contamination from unconventional gas extraction near Pavillion in Wyoming was
inconclusive as to the cause without the presence ofexiraction baselines of the
groundwater(DiGiulio et al.,2011) Baselinedata of groundwater attributes, surfacater
attributes, air quality and human health is recognized as an important need to interpret
possible future impacts of hydraulic fracturifdgicksoret al, 2014)

In South Africa many authorgDe Wit, 0 1 1 ; Oad &.r2018;rPieterseet al, 2016)

also emphasize the need for baseline data pre exploration and production of shale gas in
Karoo, however none exists. At &dl projecis currently underway to characterize baseline
groundwater properties in the Karoo, focusing on the eastern half graspective area
(Stroebel and de Wit, 2015)

No peefreviewed studies have been donel@selines andhale gas in KarooHowever

O 06 Bm et al., (2013) did highlight the necessities and complications associated with
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developing a baseline in the Karda summary their work states that defensible baselines

should include:

1. Information on the natural temporal and spatial variatiogroundwater levels and
quality;

2. Appropriate threshold limits to indicate anomalous changes in groundwater
properties;

3. Monitoring points that take cognisance of the conceptual hydrogeological model to
understand the link between receptors, aquifer systélog, paths and release
mechanisms; and

4. Parameters that define general water quality, those that are required to adhere to safe
drinking water standards (SANS), those that can act as indictdogsossible
contamination sourcesnd those that may be iottuced during shale gas activities,
such as drilling and hydraulic fracitng fluid additives (see table 2.for a detailed

list of parameters).

Points 1 and 2ocus onthe requirements of groundwatemaseline in the context. This is
simply the naturatonditions of the aquifer through time and spa&aselines as a reference
datum require the establishment of threshold limits that define whether observations are
within background range or can be considered an anomaly. Setting up and defining what
theselimits will require the application of rigorous statistical analysis in combination with
geospatial understanding of the hydrogeol(Rgimann and Garrett, 2005; McQueen, 2006)
Commonmethodology associated with developing a baseline and associated threshold limits
have been discussed Bhandet al. (2007) Such a statistical analysis has heen attempted
before in the South Western Karoo. Hence, the present study is aimed at apply a statistical

approach in the analysis of the current data set in the case study area.

The literature regarding the hydrogeology of the shallow aquifer includarcsbyogel et

al. (1980; Seward(1988; Woodford and Chevallief2002; Departmen of Water Affairs

and Forestry(2009; Brits (2012; Xu et al. (2012; Murray et al. (2012, 201% Water
Experts Group(2012, 2013 Solomon (2013) among many others.Even with the
information presented in the literaturthere is still a lack of knowledge regarding the
temporal (long and short term) variations in groundwater chemistry, vertical differences in
groundwater chemistry within the aquifer, asliwas local scale spatial variations in

groundwater chemistryWoodford and Chevallier, 2002)'he available data set is also
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limited in providng anunderstanding of thé&nowledge gaps. This may prove to be a
hindrance in qualifyin@ny localscale baselines. For example, the vertical variations and the
smallscale spatial variations in groundwater chemistry may be important when considering
site-specfic (well pad location) baseling® 6 B r et &.,2013) However, a greater level of

data is first required to address tldentified knowledge gapsTherefore the groundwater
monitoring system developed in this research includes the capacity to capture new baseline

data throughout thease study.

The presentunderstanding of the Karoo hydrogeology is continually being revised and
improved with new research work. The current knowledge does allow an attempt at the
development of a baseline for the Karoo groundwater, specifically agird to the shallow
aquifer system. Howevethere is still a lack of groundwater related baseline projects in
South Africa from which to drawlessonsfrom that may aid in the development of
groundwater baselines. Most likely such lessons can be bett fieem examples from shale

gas projects beyond South Africa.

Even in international literature the topic of groundwater baselines in unconventional gas
contexthasnot beerresearchd extensively In fact only 4 such projects could be found from
the litemture that deal with this subje@loto (2013) Chapmaret al., (2014) Down et al.

(2015) and Atkins et al (2015) Moreover,none match the framework @ 6 B r et al.n
(2013) The British Geological Survey are also in the process of comglatregional scale

groundwater baselimegarding methane concentration in the subsufaek et al, 2016)

Sloto (2013)conducted groundwater sampling in North Central Pennsylvania in anticipations
of shale gas del@pment. 20 waters samples from 1 sampling programs was analysed for
various constituents. Key parameters were included such as, dissolved methane, gross alpha
and beta radioactivity, isotopes of lsan and hydrogen in methane, among oth&rse
concentrabn of nutrients was also included to account for the affects of nutrient rich
fertilizer. The resultsof this study produced only basic descriptive statigtieax, min and
median valuesdf the various concentians of analytes in the sampleswias intended to be

a preliminary documentation of the groundwater baseline before shale gas development
proceeded Unlike the present research, the work Blto (2013) does not provide any
experience on the statistical requirements of a groatetwaseline as stated ©0 Breat e n

al. (2013)
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Chapmanet al. (2014) and Down et al. (2015) conducted prashale gas exploration
groundwater baseline investigations in Central North Carolina. These studies together
analyzed a edection of parameters, including dissolved methane, isotopes of carbon and
hydrogen in methane, isotopes and radium, and Mol@rganic Compounds (VOC), among
others Down et al. (2015) included isotopic analysisf dhe various samples, -order to

better understand the source and evolution of the water through the subsurface. However their
research also was not able to include a statistical analysis as required for a baseline in

unconventional gas context.

Atkins et al. (2015)conducted groundwater baseline invesign in the Eastern New South
Wales region, Australia, related to Coal Bed Methane. Although this is not a shale gas area
and was not preevelopment, it can still be considered and informs on what is required in
unconventional resource development. Tlaalyzed 91 samples for various parameters
such as dissolved methane, isotopes of carbon in methane, Dissolved Inorganic Carbon
(DIC), Dissolved Organic Carbon (DOC) and major ioamjong othersThere results
highlighted the distribution of the variousrpmeters in different geological unit§heir
researclas well, did not include the relevant statistical analysis as required in the framework
of the present research. However it does highlight the importance of providing a baseline for
the different geolgical units in the study area. Unfortunately the available data in the present

research does not support such an analysis, and hence is not attempted.

From the examples provideitican be seen that tlagplicationof a statistical sound baseline
which adleres to the framework @ 6 B r et a. (R013)is nonexistent.The importance of

this research can then Isgnified by the fact that it has both international and local
relevance. No work on groundwater baselines meets the framework that is required for the
Karoo. This presestan opportunity for this research to be the first to develop such a

functionally comprehensive baseline in an unconventional gasrcesoelated context

As a matter of interest point 3 and 4 in the frameworkQod B r &t al.{2013) stated in

section 2.4.2.are concerned with objectives 1 and 3 respectively, of the present research.

2.4.3.Parameters of concern in shale gas environment

Point 4 in section 2.4.@escribes the necessary chemical parameters that must be included in
thegroundwatebaseline for sale gas and hydraulic fracturing activities specifically. Besides
table 2.1 published byO 6 B r at al.rff2013) the research bWarneret al. (2013 2019);

20



Darrahet al.(2014; andMurray et al. (2015) provide usefuinformation regarding chemical
parametersof concern The present research attemptsctmsolidate and expand on the
literaturepresented in this stugyhereby generating more comprehensive suite of chemical

parameters.

The list of key parameters presented®9 B r et a. (2013)concur with those parameser
investigated for in thebaseline studie®f section 2.4.2 This would suggest that these
parameters are the meaningful and relevant parameters to measure in connection to hydraulic
fracturing and shle gas development. Howeydr can also be seen that the examples of
baseline work presented section 2.4.2fails to address all the key features of a baseline as
indentified in the framework b@ 6 B r et a. (2013) For exampleminimal relation is made
between the conceptual hydemlogical model anthe groundwater properties. In addition

no long term data was analysed to gain and understanding of seasonal and secular trends.
Hence the present study aims ilmcorporate those parameters idgetl as meaningful in the

literature.

Table 2.1. Proposedbaseline monitoring parameters for shallow aquifers, according t® 6 B r ét &. (2013.

Macro Trace

parameters  parameters Shale Tracers Organics & Gases Radiochemistry & Isotopes
pH Zn Ba Dissolved Methane Me t h &8 e U

EC Al Li Dissolved Ethane Met hane 0D
Ca Sb Sr Radon Wa 't €90 U

Mg As Br Wat er aD

K Cd U VOCs DI CCi

Na Cr B PAH

NH4 Co Rb SVOCs Gross alpha radioactivity
Cl Cu Mo Glycols Gross beta radioactivity
NO; Fe Alcohols Et haliCe U

SO, Pb TPH Et hane 0D
PO, Mn

Alkalinity Hg

F Ni

DOC Se

DIC \

TDS

* The list is designed to meet ttriteria stated in point 4 in section 2.4(® = Deuterium)

Besides common chemical parameters sampled during water quality anadgigistor

parameters arhose determinands that providees as to the origin or cause of a change in
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the groundwater environmefirba and Adams, 2008Essentially this could be a simple

field parametersuch as lectric conductivity or pH, a specific chemical signature or the
presence of a unique chemical compound. In shale gas related monitoring, it would be those
groundwater determinands that are most susceptible to the risks imposed by hydraulic
fracturing and shale gas developméXengoshet al, 2014; Son andCarlson, 2015)For
example, methane from thermogenic sources or increase in NORM concentrations from
produced or flowback fluids(Vengoshet al, 2014) Therefore the present research focuses

on highlighting those determinands that can be used as indicators (provide direct or indirect

evidence of contamination in the aquifer).

Son and Carlso(R015) provides evidence that even monitoring of field parameters, such as
electric conductivity, oxidatiomeduction potential and dissolved oxygen can be used as
indicators in identifying for hydraulic fracturing and shale gas contaminaBon. and
Carlson(2015) set up experiments to establish a correlation and response time of various
field parametes to the influence of produced water and methane. The experiments showed
that Hectric Conductivity (EC)has a high correlation with produced water and that EC
increased significantly within in a few minutes, even at low contaminant concentrations.
Similarly the experiments also showed thaty@en ReductionPotential (ORP)had a high
correlation with methane. Their work illustrates that EC, ORP and to a lesser extent
DissolvedOxygen (DO)can be used to detect contamination from hydraulic fracturing and

shale gas activities.

It must be noted that irSon and Carlso2015) EC changes was indiregttorrelated to

Total Dissolved Solids (TDS) contamination. Hence changes in EC can be used to infer
contamination from high TDS fluids such as produced waters, hydraulic fracturing fluids and
drilling muds, etc(Son and Carlson, 2015urther it is described that monitoring of field
parameters provides a quick and inexpensive means, compared constant sampling and

chemical analysi§Son and Carlson, 2015)

It may be possible for shale formation brines to contaminate shallow aquifers during shale
gas development in the Karoo, dbe fpresence of vertical extensive flowpaths (e.g. dolerite
dykes)(Steyl and Van Tonder, 2013; Warredral, 2013) It may then be necessary acquire

the chemical signature of these formation brines (Ecca shales), for the purpose of matching
observations during monitoring O 6 B et iale2013; Downet al, 2015) Indeed this could

prove to be a useful indicatto identify possible charging of the shallow aquifer with these
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formation brine{Warneret al, 2013) Unfortunately the presentsearch could not include

such an analysis as there is currently no data available on the deep formation brines.

Another environmental concern with shale gas production is the release of produced and
flowback fluids during spills into surface water and Bhwalgroundwater system®engosh

et al, 2014; Warneret al, 2014) Warner et al. (2014) describes various elemental and
isotopic signatures (B/CI, Li/CI*'B a n dLi) that are useful ifdentifying the presence of
flowback fluids in the shallow groundwater in the Marcellus regidarneret al. (2014)

further makes the assumption that this technique can be universal in application to all shale
gas regions across the world. Howevtris technique would depend on the chemical
signature and various concentrations of Li and B in the Ecca sRale®ntlythere is very

little data onthe composition of flowback fluids irthe Karoo context, which limits its

usefulness in this research.

With regard to fugitive gas contamination of shallow aquifers general isotopic techniques
[€.0.UC-CHs, %HECH,, 3% = HiCH. mi n d%6-Csitlg)] can be applied to decipher
naturally occurring methane (biogenic) from those introduced through anthropogenic
activities(Osbornet al, 2011; Jacksost al, 2013; Darratet al, 2014) However Darrahet

al. (2014)explains that the original chemical signatofehese parameter can be susceptible
to changes from oxidation and microbial activity. Thmesteadillustrate the use of noble gas
geochemisy (“He, *Ne, *°Ar) plus the hydrocarbon and molecular geochemistry as more
robust indicators for fugitive gas migratiddence, this research includes the use of noble gas
geochemistry as a groundwater baseline parameter.

An alternative solution thagoes beyonaonventional chemical or physiciadicatorsis the
application of biomonitoring. The response of aquatic or terrestrial species to changes in
water quality can act as effective indicators of pollu{iBteubeet al.,2009) In many cases
systems can be setup Wwiio-indicatorsto provide early warning, sometimes in advance of
conventional system@Mikol et al, 2007) Such techniques are widely applied in surface
water ewvironments to monitoring for contamination and ecosystem héat#ubeet al.,

2009) Even though theory predicts that subsurface species living in groundwater
environments can providao-indicationof contamination, there has been limited application

of the techniqgueéEdmand<t al.,2001; Steubet al.,2009; Steiret al, 2010) Further from

the literature it can be seen that biomonitoring has not been considered before in shale gas

projects, even though it may pose a threat to ecosystem and animal(Beatterger and
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Oswald, 2014) One technical drawback is thdtet response of various organisms to the
various pollutants is not well understood in a shale gas comiextever, this approach is

beyond the scope of this research and thus won't be considered as parameters of concern.

Essentially indicators to elucitdéa contamination from hydraulic fracturing and shale gas
development depends on the chemistry of the various affecting media, such as flowback
fluids, stray gas and produced water, among othetsny of the elemental and isotopic
signatures of these meda@e conserved during operations, and ttaus serve as indicators.

In addition technology is continually being advanced for more effective solutidhs.
general tend is toward synthetic tracexgs (e.g. synthetic DNA tags, nanoparticist can

be added to the fluids and can be subsequently monitored@iifese will be most versatile
indicators yet developeSharma, 2010)This research advocates the use of such traers,

shale gas development is to proceed.

The last category of monitoring parameters includes those anthropogenic compatimids th
not occur naturally in the groundwater environment. Although the exact configuration of
hydraulic fracturing fluid are generally kept secret, a list of chemicals commonly used in
these fluids have been repor{&@bmmittee On Energy and Commerce, 20Tk)lling fluids

are also known to contains toxic chemic@stional Toxic Network, 2013)Although most
hydraulic fracturing and drilling fluids contain many chemicals that are not naturally
occurring in the groundwater, and so cannot be quantified in-expteration baselineghey
should still be monitorefor during shale gas operatioGsO 6 B etiale 2013) Therefore,

this study includes a selection of anthropogenic chemicals as key indicators.

The literaturehighlights numerous parameters that need to be included in a comprehensive
groundwater baseline of the study area. However, the current dataset does not included
majority ofthe parameters identified in section 2.44&nce, in ordeto quantify a baselm

new groundwater data of missing parameters will have to be collédtieiwill require the
establishment of a proper monitoring network. Therefore the aim of this research is to
develop a groundwater monitoring network for the purpose of collectirgimagata and

detection monitoring.
2.5.Key insights from the reviewed literature

Shale gas development and hydi@dracturing, the artificialstimulation technique, have

recently been criticized for being an environmentally hazardous practice. Literature

24



highlights hazards to shallow groundwatesources thainclude contamination by stray
methane gas, infiltration of deep saline brines, aomtation by NORM's, introduction of
toxic drilling and hydraulic fracturing fluidS.he chemicakignature of these contaminants is

considered key parameters of concern in this research.

To prevent such environmental concern in the Karoo a groundwatetonogisystem is
envisioned. However in realising thgsoundwater monitoring systebaseline conditions for
various groundwater characteristics, such as hydrogeochemistry and water quimégd

to be quantifiedThisis usedto compare observatiorgter shale gas developmérds taken
place. Howeverit is apparent that to understand the temporal and spatial variations in
groundwatercharacteristicsequires acomprehensive understanding of the hydrogeology of
the region. Much research has been dartais regard in the region and the hydrogeology of

the shallow aquifer systems (>300m) is well understood.

A key function of a groundwater monitoring system of this nature is the ability to identify
changes in the groundwater and relate this to acpéati source. Indicators are usually
employed that serve this function. Essentialliyese are chemicadignatures that are
characteristic of a specific source of contamination. For shale gas develppieaty of

work has been done to establish thesenit& signatures, such as the use of stable isotopes
to identify thermogenic methane, noble gas geochemistry to identify hydraulic fracturing
fluids and field parameter signatures to identify stray methane gas. Biomonitoring also

appears to work effectivglas early warning indicators.

Lastly, the design of a gundwater monitoring systemepend on the objective of the
system. Location and construction of monitoring wells need to take into account the scale of
the network, the hydrogeology, the nature lné pollutant, and the fatend transport of
pollutants, among othergvionitoring networks must be optimized so that no redundant
measurements areade. Ideally the nut efficient tool to realise thiinction is the use of
reattime online monitoring sysgms which relay itsitu data to data management software
that predict changes in the groundwater. Such systems are known to be most efficient in

preventingwidespreadctontamination.
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Chapter 3: Research design and ethods

3.1.Introduction

In Chapter 1 the research topic of this thesis was introduced, which is the development of a
groundwatermonitoring system, éllowed by apter 2, which dealt with the relevant
literature to identify knowledge gaps. ldem Chapter 3 the focus isn describingthe
methods and tools used in data collection, data analysis, as well as those methods and tools
used in @ality Control/Quality Assurance (QC/QA)This should constitute a blueprint for

the application of this research in other simigmttings Firstly, section 3.2.provides a
description of the study area an@ ttampling planThereafter section 3.3. details the actual
sampling methods employed. Section 3describes tb methods used to accomplish the
objectives Finally thischapterconcludes with aescription othe reliabilityof this research
validity of the resultsethical considerations of thissearch, and limitations experienced
duringthis research.

3.2.Resarch design

The following setion presents theverall strategy that was employed to integrate the various
components of this research;arder to address the research problEnom the literature a

few questions must be answered to address the research problem: where to monitor, what
parameters to monitohow often to monitor these parameters, and what thepsting
conditions of the aquifer is? Three objectives were ssédation 1.5in-order to answer these
guestions? These three objectives represent the basic component of a groundwater monitoring
system. Hence, the completion and integration of the three objectives resulted in a
groundwater monitoring systemhis researctcan be classified as a descriptstady, which
producel a description of an appropriate groundwater monitoring system accduoditing

defined scope.

For objective la quantiative approach was applied that relied on the use of data collected
during this research, as well as historical data. Through the use of various techniques
objective one described the number and positionafitaring points. Objective 2 follows a
guantitativeapproach Data collected during this research, as well as historical wiasa
applied to the chosen methodology, to produce the baseline conditions of the aquifer.

Objective 3 follows a qualitative approach. Here the literatuas consulted in order to
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devise relevant monitoring parameters and a theoretical understanding obuinevgater
flow wasused to establish monitoring frequencigébis approach was used to answer the

guestions stated in the previous paragraph.
3.2.1.General description of casestudy area

In sectionl.6 of chapter 1, the regional scope of this reseamasillustrated. This represents
the area of concern in the context of shale gas development for this siogver the
extent of this region was too large to apply the methodology in a manageabldHsmtse.a
smaller casstudy area was chosen instea)(B.1.). This allowed focusing on siter scale
spatialvariatons, which benefitted the design of the monitoring netwuaitk respect to the

spatial resolution.

The reasons behind the selection of the case study area related to the facts thawthe area
underlain by portionsf the most prospective shale gas application gRetsoleum Agency

of South Africa, 2013)the local population (70 000 approwasdependent on groundwater
sourcegqStatistics South Africa, 201,7and the current monitoring system in the study area
wasinadequate to provide the necessary level of data in the context of this Biewige this

area might be susceptible to the risks associated with shale gas development described in
section2.3. Therefore, a comprehensive groundwater monitoring systesnne@ded in the

case study area, to protect vital groundwater resources.

The case study area is situated in the South Western Karoo, South Africa. It is considered a
semtarid region with mean annual rainfall below 450 n{ire Maitreet al, 2009) Majority

of the case study area is situated in the Upper Br€edeitz Catchmentwith a portion
extending intahe Fish-Tsitsikanma Catchment The current monitoring points (active sites)
include 34 groundwater level monitoring points and 5 groundwater quality monitoring points.
As a notefigure 1.2displays all the data points, however most of these points are inactive in

terms of monitoring
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3.2.2.General geology and hydrogeology of the case study area

Locally within the study area the geology is fairly sim@#&. 3.2). The underlying geology
consists of rocks of the Adelaide Subgroup of the Beaufort Group, specifically the
Abrahamskraal formation and the Teekloof Formation. The former is conceninated
towards the north and the latter is focused towards the south of the study area. The
Abrahamskraal formation consist of alternating units of mudrock and very fimnedium
lithofeldspathic sandstonéWoodford and Chevallier, 2002)The Teekloof Formation
consists oimudrockalternating with minor laterally accreted lenticular sandstone (rats

Wyk and Witthueser, 2011)

According tothe Department of Water Affairs and Forestry (2002a, 2002bhe study there

are generally two types of aquifers:

1 Fractured hard rock aquifers

1 Mixed intergranular/fractured alluvium & deeply weathered bedrock aquifers

In the study area the fractured hard rock aquifers are represented by the mudstone and fine
grained sandstone deposits of the Adelaide Subgroup of the Beaufort @aoup/yk and
Witthueser, 2011)These rocks were deposited in meanderivey floodplain system, hence

the geometry of aquifers in the Beaufort group are complicated by lateral facies changers
brought about by the meandering rivéB®thaet al, 1998; Woodford and Chevallier, 2002)
Consequetly the aquifers in this study arean be multlayered, multiporous displaying
anisotropic hydraulic properties both vertigaand horizontally (Botha et al, 1998;
Woodford and Chevallier, 2002)

The heterogeneityfahe hydrogeology of the aquifer can influence the spatial variability of
parameters within the aquifddence, this influenced the number and position of monitoring
points. This idea was considered during timerpretationof the data in this researchn

addition it may be wise to separate the approach based on each formation. However, the
variations are manifested on a local scale, and at a regional scale the homagenbes

assumed. Hence, in this thethie above formations are treated as gaabgical entity
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Figure 3.2. Simplified geology of the case study area.

The general perception is that Karoo aquifers are poor in nature and do not provide a
sustainable source of fresh water. The primary porosity and permeability of Beaufort Group
rocks (and most Karoo rocks), are significantly low, almost completely dedtbyyeiagenic
processeqWoodford and Chevallier, 2002; van Wyk and Witthueser, 205&condary
porosity and permeability is provided by a complex networkradtures, due to jointing,
folding, faulting & intrusions(Botha et al, 1998; Pacome2010; Xu et al, 2012) This
fracture network controls the occurrence, flow and perhaps even the storage of groundwater
(van Wyk and Witthueser, 2011)

However according t8othaet al. (1998) the aperture and areal extent of these fractures are
not great enough to store large volumes of water, hence the matrix must be the main storage
unit of Karoo aquifers. They main wateearing conduits are beddingarallel fractues

(Botha et al, 1998; Woodford and Chevallier, 2002)herefore Karoo aquifers have a
comporent of matrix flow and beddinpgarallel fracture flow, with the matrix feeding the
fracture systenf{Bothaet al, 1998) However due to the small areal extent of the bedding
parallel fractures and the generally poor permeability of the matrix system delineates Karoo
aquifers into very localised zon@othaet al, 1998; Woodford and Chevallier, 200Zhis

feature was considered during tdesignof the sampling method, 4arder to establish

representativenegsee sectior3.3.1).
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Alluvial aquifersof significant areal extent a@so present in the study area, and exist as
large river terrace deposits of Quaternary @yeodford and Chevallier, 2002; Barrow and
Conrad, 2010)Borehole yieldg<5I/s) are not as good as thasefracture hard rock aquifers

but they do represent large volumes of groundwater (if saturated), and may even provide a
source of recharge for the underlying fractured aquifé¢feodford and Chevallier, 2002;
Barrow and Conrad, 2010)

The geologicabescription highlights various aquifers in the study area that having different
propertiesFor example, the alluvial aquifers appear to be favourahiideas for abstraction,

while the sediments of the Beaufort group are only high yielding when boreholes intercept
favourable fracturesThis feature segregates the water resources of the study area into
favourable zones in terms of yield and water quakgvourable zone in this sense was
considered as receptors for possible groundwater contamination. Hence, an understanding of

this feature was included during the design of the groundwater monitoring system.

One of the most important factors that govermdéahydrogeology are the numerous dolerite
dykes and sills that have intruded into Karoo Ba&evallier et al., 2001) Doleritic
material is impermeable in character, unless fractured, hence dykes and sills (especially
dykes) act as barriers to groundwater movernf@€hevallieret al.,2001) However the dyke
sediment contact zones tend to be highly fractured, hence these form preferable targets for
groundwater development. The yields in these zones are generally of a higher yield and often
more sustainable than other target aquit¥vsodford and Chevallier, 2002; Murragt al,

2012) Furthermore dyke structures are considered to be vertically extensive features that
provide pathways for fluid movement frorhet deep geological formations to the shallow
aquifer systemgWoodford and Chevallier, 2002; Murray al, 2015) On the other hand the
complex variations inhe geometry of dolerite sill structures, make them unfavourable
features for groundwater developméd@hevallier et al., 2001; Woodford and Chevallier,
2002)

Both dolerite dykes and sill structures do not outcrop extensively throughout the study area
(Fig. 3.2.) Dolerite intrusions appears to be a major feature north of the Great escarpment
(Council for Geoscience, 1979, 19&d)l formations occur in the north of stydrea forming
cap rock for manyf the Nuweveld mountaingCouncil for Geoscience, 1979, 198B8)yke

structures occur in the locality of Beaufort West, andinftuence the grondwater flow
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considerably Therefore,the position of monitoring points in relation to dolerite dykes, in

particular, was incorporated in this research.

The main zone of recharge in the area appears to be the Nuweveld Mountains nthtloé no
the study, were higher rainfall values are recor(@®zpartment of Water Affairs and Foresry,
2002a, 2002b; Talma and Weaver, 2003; Rose, 20B8perally Karoo fractured ck
aquifers have poor rates of recharge compared to more favourable lithdiKigieseret al.,
1991; Department of Water Affairs and Forestry, 200B)om there the net regional
groundwater flow directions from north to south, which is believed to mimic the general
topographic gradient of the study af@alma and Weaver, 2003; Rose, 2008; Barrow and
Conrad, 2010Q)

However locally the groundwater flow directions is significantly affected by groundwater
abstraction and the presence of geological structures such as dolerite dykes sand sill
(Chevallier et al., 2001; Woodbérd and Chevallier, 2002; Rose, 2008; van Wyk and
Witthueser, 2011)Especially the presence of dyke structures, which act as barriers to flow
are known to compartmentalize the local Karoo aquifRisse, 2008)For example, in the
Beaufort West area the groundwater flowing from the north is partitioned into 5
compartments by the presence of 4 dylgg. 3.3). In the vicinity of the dykes groundwater

flow is essentially parallel to their strik&he recharge zones are important in terms of
baseline conditions as they represent the newest waters in the aquifers. Hence, recharge zones
were considered during theesign of the groundwater monitoring system. In addition, the
movement of groundwateis important in understanding where and when to monitor

(Department of Environmental Quality, 2014)
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The conceptual model illustrated in figure 3dkescribes the shallow groundwater system in
the study area. Generally the deep groundwater system is separated from the shallow
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groundwater system by thick packages of impermeable sedimentary layers. HRweeer
(2008)andXu et al. (2012)with the aid of isotope analysis, explain the possibility of mixing
between shallow waters and deep waters along the Town dyke. Evidencepsowided by
Murray et al. (2015) and Woodford and Chevallier (2002p suggest mixing of deeper
groundwater and the shallow aquifers waters in other localities of the stugynattea form

of thermal springsHowever this is not conclusive. An explanation of the deep hydrogeology

is beyond the scope of this study. For the purpose of this study the environment of concern is
the shallow aquifers were majority of the water resources are sitGategthermal springs
indicate instances of deep groundwater moving to the surfaces,cthidy also act as
pathways for movement of contamination. Hence, thermal springs were considered in this

research, during the designtbé groundwatemonitoring network.
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3.2.3.Design ofsampling procedure

Figure 3.1. displays the available data points/sample sites in the study area. These points are
part ofthe Department oiVater andSanitation (DWS)monitoring network in the catchment.
The monitoring network includespen holes that are maintained by the DWS, while the rest
are either municipal or private hojeand 1 springA handful of the private and municipal
borehole have pumps installed and are utilised as production NMagsity of the sites are
used to measure water levé@stotal of 34 are activejvhile only five points in the case study
area areused to measure water qualityidF3.1). These sites can be considered target
sampling sites as they intercept the shallow grourslwagstemand represent the current
monitoring network in the regiofrurthermore many of these sites have a long history of data
attached to them, hence making them ideal for temporal analysis in parfihdanistorical
data used in this reseh was ollected from themonitoring pointandicated in figure 3.1

As part of this researchtatal of 25 points (only boreholesis part of the existingetwork,
were sampled over the course of two samplingsr This was done to supplement the
existing historical data, and to perform a field survey of the monitoring pdihes.first
sampling runs wereonducted in the summer month of April, while the second sampling run
was conducted in the winter months of Aagthrough September. The purpose of which is
to understand seasonal changes in the groundwater sysv@raver limitations experienced

during thefield sampling rungrevented l@atapoints from being samplgdee section 3.7)

3.2.4.Parametersof concen during data collection and analysis
The following is list of parameters that were sampled:

1. Field parameterseledric conductivity, emperature & pH

2. Depth to static wateelel

3. Inorganic chemistry This includes a selectn of major anions andations, which
make up the majority of the cqounds dissolved in natural groundwe(sse chapter
5)

This list wasrepresents the parameters of concern in order to achieve the objectives of this
research. They are also important in terms of their rektionshale gas development, as

identified in the literature. For example the chemistry is relevant when discussing the baseline
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conditions of the aquifer, while the depth to static water level is an important variable when

designing a groundwater monitogimetwork.

3.2.5.Data types and surces

The data usecdhithis research include both primary and secondary quantitiesRiatery
data was sourced through field sampling programs (see section, &u2d3)ncludes the
parameters entioned in sectiol.2.4 The historicalor secondary data includane series
dataof the parameters in section 3.2.4. and was souirced DWS The DWS conduct
regular sampling along thmonitoring networkindentified in figure 3.1Relevant GIS and
map data weralsosourced fronthe Guncil for Geological Sciences (geology ma@3yvs
(hydrogeology mapsyarious internet websites, apdvateconsultantsThis included spatial
data sets of auxiliary information used to support the data analysis preresly, all the

sources of secondary data were acknowledged in this research.

3.3.Data collection methods

In the following section the available data collection methods, which specifically focuses on
the groundwater samplingethodology wasdetailed. Also the various tools and equipment
used to collect the samples will be discussed. Followed by a description of the actual process
undertaken in sample colksan. For objectives 1 andtBe following data collection methods

apply. The data cdécted in the followingrocedure was used in both objective 1 and 2.

3.3.1.Groundwater sampling methods

There are various techniques that can be used to extract a representative sample of
groundwater from a borehol&dedly the choice of techniqudepenis on what part of the
groundwatersystem needstbe sampled. As mentioned earliee shallow aquifers in the

study area have a component of matrix flow and fracture flow, and very often the chemistry
in these two features show differen¢®hirray et al, 2015) Thesetwo components make up

the majority of the groundwater flux into l@orehole. The sampling techniquesange

according to whiclof the component of the aquifer needo besampled.

The initial decision to make is to consider whether to purge the borehole or not. It is normally
assumed that the water in the borehole has stagnated, hence does not represent the water in
the aquifeWeaveret al.,2007). A well is purged irorder to remove this stagnant water and

allow the inflow of fresh water from the aquifer. Howev&omo and Vermeulef2015)
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determined that purging is not necessary in certain conditisnsh as low yielding
boreholesIn this situationthe method is to determine the natural flow zones within the well
and pull a sample directly from this zone. In this zdahe water in the well is continually
replenished. The flow zone will have to be first determined using downhole profiling
techniqguegGomo and Vermeulen, 2015)he sampling equipment is lowered into the flow

zonesand a sample in extracted.

Natural flow zones in the Karoo can be represented by fractures or less rarely by high
permeability sedimentary laye(®urray et al, 2015) Sampling of flow zones will initially

not allow thematrix component to besamplel, in fractured rock aquifer§Gomo and
Vermeulen, 2015)Another method would be to purge the well, then lower the sampling
equipment (in this case a lefflow sampling pump) at most 2 metres below the water level. A
sample is then extracted. This technique does not draw a sample from zofleyinstead

the sarple is a mixture of all waters entering the well below the pump intake. Essentially this
represents both the matrix influx and the fracture flow, which can be considered a bulk

sample of the aquifer waters.

There is another often used technique to withdxasample of groundwater from a well. This
technique requires a passive grab sampler (such as a bailer or a specific depth sampler), and
is different than sampling with a leflow sampling pump. However once again the grab
sampler must be lowered directthyto a flow zone. The well will normally not be purged in

this situation. This technique is often used to investigate vertical stratification of water in the

well, and to grab and maintain samples aiito conditions.

It was decided to employ a techn@jthat would allow for a bulk sample to be extracted from
the wells. This was done due to the fadttthe entire aquifer (the entire flux entering the
borehole) should be characterized, and not just specific components of the groundwater flow.
Also that groundwater resources of the region does not refer specifically to any one

component of the system, but is regarded as the entire system at large.

Considering tat a bulk sample will be collected, the sampling device that is required is a
low-flow sampling pump. There is a wide range of {fbaw groundwater sampling devices
available on the market today, and each one has unique features that make it ide@lifor cer
situations(Barcelonaet al, 1985; Johnsin, 2007; Weaveet al., 2007; Sundaranet al,

2009) There is sufficient literature that can aid in the decision of which samjidivige to
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use. It is however crucial to consider the parameters that need to be sampled when choosing a
pump(Barceloneaet al, 1985; Johnsin, 2007; Weavegt al.,2007; Sundararatal., 2009)

When considering the list of parameters that is required for this research, a pump that allows
for sampling a wide spectrum of parameters is needed. According the literature the most
versatile sampling pump is a bladder pump. This is a pedilisplacement type pump, that
relies on a inert gas to compress an internal bladder and push a volume of water to the
surface(Schallaet al.,2001) The volume of water never comes into contact with the pump
material, and the bladder and tubing is composed of inert material, hence no interference. The
bladder pump also performs the best when sampling for dissgh&skes and VOC's, as it
allows for least amount of degassi(Barcelonaet al, 1985; Parker, 1994; Weavet al.,

2007)

When it comes to material of the sampling pump and auxiliary equipiBardelonaet al.
(1985)explains that Teflon is the best choice, followed by stainless steel. These materials are
the least reactive to sample water, and preserve the chemistry of the sample the most. In
contrast to PVC material, which is not ideal for sampling organic parasr(steth as VOC's)
(Barceloneet al, 1985)

When it comes to other loflow sampling pumpstheir properties are not as comprehensive
as thatof the bladder pump. There are considered not to be ideal for sampling of volatile
compounds. However as mentionedRarker(1994) more modern designs are proving to be
almost as good as bladder pumps. This is especially true for submersible electric pumps.

Lastly a decision must be made whether to field filter samplestoField filtering is usually
performed on samples that are used for trace metal an@®gsiselonaet al, 1985; Weaver

et al, 2007) The idea is that large colloid particles (with metal species attached) and
suspended patrticles are removed from the sample, thus only the dissolved constituents are
analysed(Weaveret al., 2007) Each method has itsdeantages and disadvantages, and
choice depends on hydrological conditions, well bore conditions, and target gSsgte

1997) By reducing turbulence during sample collection @fow) the amount of suspended
particles entrained can be reduced. Also considering that trace metal analysis is not a big part
of this thesis, and that labdoaes prefilter samples before analysis, it m®t considered a

necessary step.

38



3.3.2.Tools usedduring groundwater sampling
The following is a list of tools as equipment used during the sampling collection procedure:

1. Electric submersible pumimpeller typg + tubing
2. 12v car battery

3. Generator

4. 500mILDPE bottle

5. Water level meter

6. Extech EC500 portable water quality meter
7. Martini field meters

8. Cooler box

9. 12v Portable refrigerator

10.GPS

11.Measuring tape

12.buckets of various volume

3.3.3.Procedurefollowed during groundwater sampling

The following procedurevas adapted mainly froriWeaveret al., 2007) with input from
other sources such a&ilde (2009, Hackley et al.(2012, Xu et al, (2012, Isotech
Laboratorieg2014)

Firstly upon arwing at a sample site, the borehole was surveyed. Measurement of the
borehole diameter, collar height and borehole depth (where possible) was recorded. The
condition and nature (pdoiction, monitoring, or privajeof the borehole as well as any
equipmentmstalled in the borehole wasted. Lastly the elevation and coordinkteation of

the borehole was recordedsing a GPSThis was done to build a profile of each sampling
site. An attempt was made to recoatl the data on prescribed data logging shdetsthe

sake of organization.

There after any equipment (such as water level divers) was removed from the hole. Water
level was recorded next. Using the static water level, the diameter of the hole and the depth of
the holes, the volume of water in the borehole was calculated. AcgaaiWeaver et al.

(2007) it is recommended to purge 3 volumes of borehole water, before a sample is taken.

Initially it was attempted to purge 3 well volumes during sampling, however it soon became
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apparent that this would take too long using normally-flmw pumping devices. Instead the
practice was to purge the holes for at least 30 min (Murray et al., 2015). Field parameters
(EC, pH & Temperature) were continuously monitored during the purging process to
establish when they have stabilized. Once tb# fparameters have stabilized (pH0.2

units Temp.:+ 0.2C; EC:+ 5%, for three consecutive readings) the samples were collected.

All meters were calibrated every three days to ensure consistently accurate measurements.

For the purging and samplingp@se the pump was installed 2 meters below the water surface,
as per the recommendation Weaver et al.(2007) If during the purging phase the

drawdown was large, a recovery period was allowed for inflow of new water.

The first set of samples collected were the inorganic chemistry samples, which required
filling a 500ml LDPE bottle. This was done by placing the discharge tube into the bottom of
the bottle and allowing bottle to overflow. Hence no headspace was allowed. Thessample
were not acidified or filtered. All samples were stored on ice while in the field, and

transferred to a refrigerator, were it was stored@t 4

3.4.Data analysis methods

In this section the véous data analysis methods that were usetiscussedEach objective
is discussed separatelgndfocused on the available methods, the software or tools used and

the actual procedure employed to achieve the results.
3.4.1.Design of groundwater monitoring network

3.4.1.1 Methods available for groundwater monitoring network design

The objectiveof this groundwater monitoring network t&o-fold, 1) to provide detection
monitoring of contaminatiodéterioration of gromdwater resources in the region, and@)
acquire baseline data of the gnalwater qualityand quantity. ie monitoring network must

then be designed such that it could accomplish both these goals. Emphasis must now be
placed on competing objectives, which often complicate monitoring network d&pgmill

and Candela, 1990; Loaicighal, 1992)

Early warning monitoring, whiclessentially detection isionitoring, is normally applied in
and around and point and nrpoint sources of contamination. Downstream and Upstream

monitoring points are typically placed to achieve this. Howewmarently in the study area
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there exist uncertainties in the groundevamovement and contaminant transport in the
subsurface. Hence the correct placement of wells fty datection of contaminants mawpt

be possiblgMeyer et al., 1994; Storcket al., 1995) According toStorcket al (1995) by

placing far away from contaminant source an unnecessarily large portion of aquifer may be
contaminated before detection. In contrast by placing wells close to contaminant source the
contaminant may pass through well network undetected. @amat transport models allow

us to resolve this situatiomowever this is beyond the scope of this research, and not to
mention thecomplication caused by the descrihewertaintiegMeyeret al.,1994; Storcket

al., 1995; June#erreiraet al, 2016)

Beyond this there are generally two other methods for monitoring network design: 1) A
hydrogeological approach and 2) a statistics based appfbaaitigaet al, 1992; Zhouet

al., 2013; JunefFerreiraet al, 2016) A hydrogeological approach relies on the quantitative
and qualitative hydrogeological conditions at a site in order to determine the location and
number of sampling points, as well as frequency of sampling. This approach is invariably
based on a sound undeanding of the hydrogeology and the intuition of the designer, which
is advantages in that features of interest in the context can be priofiteeglet al, 2008)
However the disadvantage is that in a statistical sense, data collection is biased towards the
designer'spreferences. Hence according theaiciga et al. (1992) a hydrogeological
approach is best suited for sgpecific monitoring networks where specific objective needs

to be met, such a®otaminant plume monitoring. Nonetheless hydrogeological approaches
have been used on regional scale monitoring network&irayet al. (1995 andZhouet al.

(2013)

Statistical or geostatistical methods can be further subdivided into 3 categories: 1) simulation
based techniques, 2) variance based techniques, and 3) probability based techniques
(Loaicigaet d., 1992) A broad discussionn geostatistical methods bieyond the scope of

this paper, instead focwgasplaced on variance based techniques which were utilised in this
research. In general all geostatistical techniques focus on undengtéinelisptial structure

of arandom(stochastic)regionalized variabléSpruill and Candela, 1990; Loaicigd al,

1992) Regionalized variables are those that have partiathychastic and partially
deterministic character in space and time, such as hydraulic head, and are a result of inherent
heterogeneities in the geological formation of cong¢&pruill and Candela, 1990; Loaga

et al, 1992)
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The spatial structure in geostatistics refers to the spatial autocorrelation of the data points,
which is a measurement of how well neighbouring observations/monitoring points are
correlated. The greater the spatial autocorrelatidthadower the degree of variability is for

the regionalized variablgSpruill and Candela, 1990Jhe tool used to determine the spatial
autocorrelation is the semivariogram, and is intrinsic to interpolation capabilities of

geostatistical methods.

The variance based approach was incorporated in this research to monitoring network design.
Many researchers have used this methods to design as well as optimize monitoring network
on various scales, such @ea (1984, Caeiroet al. (2003, Theodossiou and Latinopoulos
(2006, Yang et al. (2008, andBhat et al. (2015) Variance based methods in monitoring
network design relies on determining the estimation variance for a particular
sampling/monitoring patterfOlea, 1984; Bhagt al, 2015) The sampling/monitoring pattern

with the lowest estimation variance is considered the most effif@et, 1984)In existing
monitoring network the addition or subtraction of monitoring points that reduces the
estimation variance is considered an improvement in accuracy and thus a gain in information
(Loaicigaet al, 1992) Hence in such a way redundant monitoring points can removed, or
necessarynonitoring points added, to optimize the network to collect the most information

for the least amount of monitoring points.

In variance based methods the most recognised tool for such analysis is kriging. Kriging is
considered the best linear unbiasedhestor, in that it will accurately restimate observation
points(Theodossiou and Latinopoulos, 2006; Ahmadi and Sedghamiz,.20@jihg is used

to interpolate stochastic regionalised variables atsampled locations(Kumar and
Remadevi, 2006; AMussawi, 2008; Cheret al, 2016) Unlike other interplation
techniques, kriging takes into account the spatial structure of the regionalized variable
(Kumar and Remadevi, 20064riging applications are also advantageous as they provide the
average estimation variance, which is a measure agtwmation error, which represents the
accuracy of the interpolatioKumar and Remadevi, 2006 hese advantages are highly
favourable to researchers and are used to generate the optimal sampling networks by
minimizing the estnation error(Yanget al, 2008; Bhatt al, 2015; Qinet al, 2016)

The empirical variogram modél d)) is defined as onbalf the average squared difference
between values of a pairs of random variable separated by a given lag distams®mn and

Lloyd, 2007) and is calculated from the following equation:
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WhereN (h) = the number of pairs separated by lag distance h) z (measured variable

value at point i, and z (kh) = measured variable value at point i+h. A number of predefined
mathematical models, such as spherical, Gaussian, exponential and pure nugget effect
(linear), can be fitted to the experimental variogi@hmadi and Sedghamiz, 2007; Yaeg

al., 2008) Coefficients of these models are used to assign optimal weights during kriging
estimation. The most important coefficient in this application is the spatial autocorrelation
range (a).The experimental variogram (3.10) reaches a plateau or sill (C) at a range. Points
separated beyond this distance are considered to be spatially uncorf€ted et al,

2003)
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Figure 3.5. Example of experimental variogram, fitted with a corresponding mathematical model. gis the nugget
effect, C, is the sill range, and a is the spatial autocorrelation rangéCaeiro et al, 2003)

However, according thoaicigaet al. (1992)variancebased geostatistical methods are not
well equipped to handle design situations upon complex hydrogeological settings. Hence they
are applied best to regional scale networks where hydrogeology can be simplified into more

homogenous and isotropitloks.

The simulation approach is based on generating multiple simudafitona regionalized
variable, which should yield important statistical information. The overlay of various
monitoring networks will allow examination of network efficien@yoaicigaet al, 1992)

This approach works well for contaminant transport modelling, where the probability of
detecting contamination can be determined for various network configurations, such as
Meyer et al (1994 and Storck et al. (1995) However simulation methods are

computationally heavy and are limited in accuracy when limited knowledge of the aquifer is
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presenfLoaicigaet al, 1992) They are furthermore situated to local scaleations dealing

in particular with detection monitoring.

In the probability based approach the design of monitoring points frequency of sampling is
treated as a mathematical selection problem. Here researchers apply advanced mathematical
and statisticaproblem solving algorithms to select critical monitoring points according to set

of selection criteria rules, such as the probability of a monitoring point detecting high levels

of a monitoring point(Loaiciga et al, 1992; Li and Chan Hilton, 2005Hence unlike
variance based methods it can take into account both theaagdestimation variance) and

the magnitude of the observatifiraicigaet al, 1992) This methodology can be applied to

regional scale monitoring systems

From theinformationpresented inestion 3.4.1.1it is clear hat a variance based methasls

best suited as a design approach for this research. Simulation based techniques require
advanced computational and mathematical skill that is beyond the scope of this study.
Similarly probability based techniques require mathematical knowledge that is beyond the
scope of this research. It is also apparent that no design approach is complete without the
incorporation of a hydrogeological understanding. Therefore the monitoring Red\sign
approach utilises in this research follows a novel hybrid geostatistical (kriging based)
hydrogeological approach. Similar methodologies have been appli€iehy1984), Caeiro

et al. (2003, andBhatet al. (2015)

3.4.1.2.Toolsand procedures used to design groundwater monitoring network

Although a groundwateearly warningmonitoring networkwould be the best option for
detection monitoringt will notbecapable withcurrent knowledge and resourcésstead the
following procedure is designed to position (monitoring poings) regional scale

monitoring/sampling network, strategically, to meet the objectives of the monitoring system.

Depth to static water level waglectedas the regionalized variabl@stead of water quigy

data. This was due to the fact that there are more water level data points in the study area.
Sample size is an important factor during many statistical analyses. Historic data collected
from the current monitoring networki@. 3.1), as well as dateollected during this research

were collated. The data represents observations for theZBtsummer cycle (October

April). Data points that were deviating significantly from a parametric distribution, trending,
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or used as abstraction points were &ny removed from the dataset. The final dataset

represents average depth to water values fairtteeperiod 20142015

ArcGIS 10.3was used to explorthe spatial data structure of the current monitoring network,
firstly by understanding the normalitf the dataset using histograms and QQ plotsrelhe

after any patial trends in the dataas explored This was done to guide the setup of the
kriging tool. Variographywas used to calculate the spatial autocorrelation range for the
regionalized variable. This range wased to separate monitoring points within a particular
sampling patternUsing the kriging tool in ArcGISL0.3 variogram models and prediction
standarderror maps were produced based a 4 combinations of setup parameters (Table 3.2).
The setup parameters (lag class, lag interval, anisotropy) were based on recommended
guidelines, as well as understanding of the regionalized variable. Thereafter the m@geacc
model is chosen by comparing the crealidation results.

The chosen empirical variogram model and corresponding mathematical model is used
determine the parameters of a, C apdT®e spatial autocorrelation range is used to separate
sampling poirg within a hexagonal sampling grid according to the recommendatiéie®f
(1984 andCaeiroet al.(2003)

Table 3.1. Setupparameters for models in the kriging tool.

Model
no. LC* LCDI* (m) Application
Identifies small scale correlations, searches using mean !
1 12 2086 levels
2 12 1965 Small scale correlations, using log transformed mean water le
3 15 3164 Average distance between points (recommended setting)
4 10 10000 Searches for large scalerrelations

*LC: number of lag classes used; LCDI: the width of each lag class

In-order to incorporate a hydrogeological component to the monitoring network dekggn,
of important hydrogeological featuregas identified inthe literature (@ble 3.3). It was
attemped to delineate these features in the study area. These features are considered high
priority features irthe context of the objectives of the monitoring nekysuch as protecting

zones of favourable water resources or monitociitgcal contaminant pathways.
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Table 3.2. Criteria used for hydrogeological zone mapping

Hydrogeological features

Zones of high rechargéresh/newgroundwatey

Dolerite intrusiongcontaminant pathways)
Thermaldeep seatespring (contaminant pathway)
Deep boreholes (contaminant pathway)

Zones of high aquifer yeld (water resources)

Points of groundwater abstractigwater resourcés
Zones of favourable groundwater qualiyater resourcgs

~No ok wNE

The hexagpal sampling grid designeds overlaid on the hydrogeological features map.
Using the map features and the grid a singkew monitoring point is located within a
hexagon relative to a specific hydrogeological featimethose hexagons that did radteady

have monitoring pointgn them. In such a way systematic/stratifiedampling approach is
developed.Thereafter to determine if the new monitoring networkvjgte better coverage

and thusan increase in information across the case study area, the kriging estimation error

was recalculated for the new network.

The procedurepresented in section 3.4.1.& intended to develop a network that best
incorporates the available resources. There is however another component of a monitoring
network that must be discussed as well, the frequency of monitoring. This is to be covered

later in the thesis.
3.4.2.Analysis for determining baselinecharacteristics of aquifer

3.4.2.1 Methods available to determine baseline characteristics

As highlighted by Shand et al. (2007) there is no unified approach to achieving a
groundwater baseline. Various methods are availabth a statistical analyses historical
water quality data, comparison to associated areas of pristine water quality, and geochemical
modelling, amongst othersTdble 3.3). The choice of methods would depend on the
available data and the hydrogeologisatation, for eample comparing a site to an ada
pristine water quality would depend the availability of such areas, as well as similarities in
the environmental and hydrogeological systd®ksandet al, 2007) In modern industrial

time pristine areas are difficult to find, having all been tonsodegree effected by
anthropogenic factors. In all likelihood an approach that incorporates more than one method
appears to be the best solution.
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Consideration of the choice of methods depends on the objectives of assessing the baseline
characteristicsln exploration and monitoring of contaminants the concept of background,
threshold and anomaly is applied to the understanding of the(Ratamann and Garrett,

2005) This allows incorporation into compliance and detection monitoring programmes.

Table 3.3. Methodologicalapproaches used to establish baseline characteristics of an agui(Shandet al, 2007)

Method Application Limitations

Assessment Reveals any temporal trends that may Long-term monitoring data are rare

of historical reflect anthropogenic inputs Range of solutes monitored is limited (more often 1
groundwater nitrate and organic compounds thather

quality data determinands)

Data may be of variable quality
Detection limits may have changed over time and
may be too high to be of relevance

Comparison of Allows spatial distributions in Not appropriate for areas affected by diffuse
up-gradientand  groundwater chemistrp be assessed pollution or areas where pollution sources are not
crossgradient relative to point sources of pollution  obvious (e.g. septic tanks)

groundwater Care needed to ensure liwgth-like comparison
quality because of heterogeneity iguifer lithology,

geochemistry and groundwater flow regime

Comparison Comparison with same/similar aquifer Regional heterogeneity in aquifer lithology

with similar in a different region or with confined geochemistry and groundwater flow

geochemical section of the same aquifer Comparison of unconfined groundwater chemistry
environments with confined groundwater chemistry has problems

because of differences imposed by groundwater
residence time, mixing with old groundwater,
differences in groundwater flownd redox changes

Geochemical Can provide thermodynamic support 1 Requires some geochemicill
modelling hypotheses on groundwater chemical Requires sufficient thermodynamic data,
evolution and pollution, and understanding of aquifer flow regime and knowled

guantitative models of the effects of of endmember compositions to put into the models
mixing a baseline groundwater with a Biogeochemical reactions not necessarily at

Pollutant thermodynamic equilibrium

Statistics Can disti nd@gam s h & Needstobe carried out concurrently with a study ¢
6anomal ousd c¢ o mp o hydrogeochemical processes
provides a useful summary of Needs an awareness that anomalous composition:
groundwater chemistry data for a give result from naturigprocesses as well as pollution
area

Assessment of historical data is valuable and direct methods, but requires a long records
dating back sometimes decades for certain parameters. Comparison tor simila
hydrogeological environmentsan be useful, but willependon similarities in the aqgters.

Errors may arisedue to employing on assumptions in the complexity and operation of
aquifers.Comparison to pristine areas asso relyng on understanding of complexities in
aquifer proprieties. Hydrogeochemical netithg methods are powerful tools that allow
investigation of the spatial evolution of the groundwater chemistry, but require numerous
supporting data. Often this method may reveal patterns that are not obvious when scrutinizing

the data itself. Statistitenethods are invaluable is baseline assessment and are almost always
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incorporded in such studies. However, anderstanding of the intrinsic structure of the

dataset is required, such as normality or variability, for proper interpretation.

In dealing wth the data, a statistical methodology to analyse spatial and temporal trends in
water quality is well suited. It iindamental to incorporate at least a b&sim of statistical
analysis in groundwater baseline research especially when dealing with datgsets.
Statistical methodologies that are rigorous and comprehensive have been well documented
(Naval Facilities Engineering Command, 2003; U.S. Environmental Protection Agency,
2009; Department of Environmental Quality, 2014)

Thesereports are fairly similar in there methodology. The general process of statistical
assessing temporal and spatial groundwater quality data involve the following steps: 1)
Determine if dataset is large enough to proceed with methodology and perforny qualit
assessment of the dataset, 2) Perform exploratory data analysis, 3) evaluate the statistical
independence of the data set, 4) determine if dataset is parametric-paraoretric, and
transform dataset if needed, 5) select tools and procedure apprépritite distribution, 6)
determine the presence of seasonal and-feng trends in the dataset and if needed set the
data stationary in time, 8) evaluate for spatial independence in the dataset, & 9) determine the
background groundwater qualifGilbert, 1987; Naval Facilities Engineering Command,
2003; U.S. Environmental Protection Agency, 2009; Department of Environmental Quality,
2014)

In this research a statistical approach to understanding the water quality and water level data
is applied. While still relating results to the general hydrogeological understanding. In this we
do not neglect to inform the statistics with classical science of hydrogeology. Other methods
do not suit the available data such as comparison to pristaa@s,aor hydrogeochemical
modelling.

3.4.2.2.Toolsand procedures used to determine baseline characteristics

A statistical methodologwas appliedaccording tahe strategy followed by Th®epartment

of Environmental Quality(2014) Figure 3.7 gaphically displays the proces$his was
intended to bring insight into the aquifer characteristics according to a review of the historic
data. Furthermore because the baseline developed here is intended to support the monitoring

network in detection monitoringhe procedure is also chosen to\pde relevant threshold
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limits (UCL). This will allow anomalous changes in water quality to be detected during

monitoring operations.

| Determine the objectives of the statistical analysis |

\ 2
. . . Determine accuracy of datasets and
Determine parameters of concerns - Determine statistical _ A
. > < if datasets have adequate sample
and compile datasets procedures to follow .
,l, size and sample frequency

Exploratory data analysis;
provide descriptive statistics,
graphical data summaries

Y

Evaluate data for statistical data

v

Y

independence
. \ 2 \ 4
Ensure that statistical inferences and . . . - .
. . . Determine if data is parametrically If not, determine sampling plan
conclusion are consistent with the . .
. or non-parametrically distributed to collect adequate data
hydrogeological conceptual models

‘l' [

Evaluate data for seasonality and
for secular trends

v

Determine if background data
should be pooled or not; provide
justification

v

If appropriate, determine the
baseline & relevant upper
concentration limit

A 4

A 4

Figure 3.6. Flow-chart process followed to establistthe relevant baselinesfor the study area (adapted from the
Department of Environmental Quality, 2014)

Using theapproacthin figure 3.6.this researciprocee@dwith an assessmeanf water quality

data. Wateguality data points are limited in number, and are even fewer for those points that
have a log historic record However, assefg the dataset for adequacy west of the
approach. The initial step in this regavdsto detemine the sample size as well as the time
scale between sampleBhe minimum recommended sample size for a parametric data set
this is 12 independent samples, however a sample size of3R0nvas more ideal. This
number greatly increaséisthe data setvasnonparametric. Those points that did not meet
requiremats necessary to apply tiseatistical test in figure 3.6.were not included in the

analysis.

Using IBM-SPSS Statistical software, this research staofédwvith an exploratory data
analysis. Ths includeda review ofdescriptive statistics such as mean, mediatistandad

deviation. Thisallowed an initial interpretation of the dataset aitdl intrinsic structure.
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Graphical summaries of thaata werealso includedsuch as histograms, scatteotg] and

box and whisker plots.

Thereafter this researchreviewed the datasets for aistical independence, which was
considered a critical step during statistical analysis. The basic assumption for temporal
independence wathat sufficient time has pssd for new groundwater to flow past the
observation point. Temporahdependence between samples wasewed by using the
guarterlyrule-of-thumb, were observation points are collected to close to each other are
considered épendant. These observationgresremoved from the dataset. For spatial
independence geostatistical serariograms can be calculated, however the results tend to be
inaccuate for small sample sizeslere, simply a review of the hydrogeology and the
separation distaecbetween obsertian points werdaken into account to determine spatial

independence.

The next step wathen to determine the distribution on the datasets that will lkfusher.
This consideration wasnportant to determine the proceeding statistical todsing the
ShapireWilk test, this researcdetermind if the various datasets are normal or any other
theoretical (parametric) stribution. In this procedure it wa®ncludel that the dataset does
not have the form of any parametric disttibn, if the nullhypothesis wasejected at the
90% confidence level. Data sets that were not parametric in any ware analysedavith

nonparametric statistical tests durifigther analysis.

Next it wasdetermind if any ofthe datasetdisplayedseasonality. That wase determine if

there was angtatistical difference in the observations of the various seassriglineated

This can provide information on the temporal stadirity of the dataset, which was
important requirement for statistical analysis. This asialwas performed using the Kruskal
Wallis test, which test whether the means ofiedént grouped data (seasons) wdferent. If

any seasonality was found in the dataset, and attempt was made to remove it using a

prescribed method.

Once seasonality wasccounted for, the long term trends in the data were analysed. This is
known as secular trends, and veassical to final assessment of baseline values $ecular
trend existghen setting a baseline value wasalid. The ManrKendall test for stationdy,

which was part of the EPA ProUCL 5.1 softwaeeckagewas applied, using deseasonalized

data.
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The penultimate step involved a decision to pooled data from various data points. This
decision was justified using the conceptual model, as well astwstalti difference or
similarities in the datasets. Henteerefore summary statistics was again calculated after the

above procedures were carried out.

Finally if the dataset displayetlas adequaténo seasonal effects or secular trends upper
concetration limit (UCL) was calculated. This wasessentidy a decision threshold to
determine if contamination or degradation has ocdufffer parametric dataset the U@as
set as:

UCL =x + Ks

Wherex is the mean, K is a constant depending on confidence level and sample size, and s is
the standard deviation. Faonparametric datasets the UQvas set at the highest value in

thesample set, according to a desired confidence level.
3.4.3.Determining monitoring parameters and frequency

3.4.3.1. Methods for determining monitoring parameters and frequency of monitoring

The first aim of this objective waso identify the parameters that must sampled by the
designed monitoring system. Ideally these parameters should meetitéra that were
highlightedin the literature review. They should be those parameters that are used to classify
the aquifer propertiegj@ality and quantity). Theyhould also include parameters that can
indicate changes in the aquifer properties and those that can indentify contamination from
shale gas activities.

Unfortunatelythere washo empiricalmethodologyin the literature that coulde employed to
achieve ths goal.Instead an objective approach wadised which relies on the literature

review and a theoretical understanding of hydrogeochemistry.

The second aim of this objective was determine the required frequency of sampling for
baseline and detectionamitoring. Fortunately the literature does provide methodologies that
could be used to determine the best sampling frequencies used to meet the objectives of the
monitoringsystem. These methodologies whasedn theidea that unnecessary sampling is

not performed and that nemedundant samples are collected. This saves money and ensures

efficiency.Also to low a sampling frequency can result in a loss of informgibou, 1996)
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Limited literature can be found on the topic of sampling frequency in groundwater
monitoring systems. From what wasailable there are generally two methodologies applied:
1) a statistical approacliSwain and Sonenshein, 1994; Zhou, 1996; Department of
Environmental Quality, 2014P) a hydrogeological approadfyrba and Adams, 2008;
Subcommittee on groundwater, 2013; Department of Environmental Quality,. Zodrda
statistical approacthe temporal autocorrelath range for a given timgeries is calculated in
order to determine temporal redundancy (eseempling)(Nunes et aJ.2004) Hence tools
such as kriging and regression analysis are typical uSaohplhg within the temporal
autocorrelation range is considered redundaot.a hydrogeological approach, factors such
as aquifer type, groundwater flow, recharge rates, abstraction rates, and climatic conditions
are taken into account. This is based on treaithat a new volume of has passed the
sampling point between sampling evefepartment of Environmental Quality, 2014)

The statistical approach relies on a long tiseeesof datg with sufficient temporal
resolution. The calculation muke applied to each monitoring poirftstrawell), and so can

be a tedious process. However this approach may provide the most efficient sampling
frequency. The hydrogeological is less twwensuming and relies on a conceptual
understanding of the aquifemé groundwater movemenHowever relies largely on an

estimation of the required sampling interval.

However as mentioned previously the mappropriatemonitoring frequency for detection
monitoring iscontinuous(reattime) (Gullick et al, 2003; Storey et al., 2011Jhe online
reattime approach to this feature has been implemented successfully §€enger for
Energy and Water Sustainability, 201dhd allows rapid detection of changes in water
guality and quantityln any case due to the large number of monitoring parametech are
relevant to this study, a cost effective sampling scheme will have to be developed

(Subcommittee on groundwater, 2013)

3.4.3.2.Procedurefollowed to determine monitoring parameters and frequency

In order to identify the monitoringarameters a literature review of relevant studies was
carried outAny chemical compound that wased to delineate groundwatgrality, or could

act asa tracer in a shale gas environment, was inclulseaiddition, any chemical parameters
that were important for water resource protection wereiatdaded A table of parameters
(Table 6.1.)was tabulatedand categorisedaccordingchemical group €.g. inorganic ions,

gasses, isotopes
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For determininghe appropriatanonitoring frequeng, a hydrogeological approach wased.

An understanding of the aquifeharacteristicend the movement of groundwater wased

to determine baseline sampling frequerfégr incorporating detection monitoring into a cost
effective sampling scheme, different sampling frequencies are envisaged for the various

chemical groups depending on the complexity and cost of sampling.
3.5.Quality Control

The following sections deals with the methods used to ensurdhthadata isof a good
quality, and presents and argument on the validity of the results achiewétermore we

explore any ethicatonsiderations and documehe limitations experienced.

3.5.1.Reliability

Only gandard methods were used to collect data. Minodification made to procedures
(where necessaryyere appropriate and were applied in previous publishedrpewed
research(Barcelonaet al, 1985; Weaveet al.,2007; Murrayet al, 2015) Every effort was

made to ensure cross contamination did not occur, such as rinsing all equipment before each
use, and rinsing of sample containers just prior to sample collection. Internal decontamination
of pump equipment could not be performed in thedfi however the purge process is
considered to rinse the internal mechanics teefesample collectianAll equipment was

calibrated reglarity to ensure consistent readings.

Laboratory quaty control included dplicate sampke (under pseudonyms) in theasple
batch. Thereby allowing the reliability &b protocoldo be tesed. Each lalensuedstandard
methods available in the literatureere used to analyse sampl&amples were further
subjected to Cation/Anion charge balance calculatideace the rgults can be considered to
be reliable All data waschecked for errors using statistical techniq@eslerroneousr/alues
were removedFirst all nil values in the data setereremoved.Thereafter all anomalous
readings (thoseoutliers considered abnormal in time compared to closest neighbouring

observatios) were identified and removed.

3.5.2.Validity

Considering internal validitythe outcome of this research was to determine the configuration
of a groundwater monitoring system thabuld mitigate risk associated with shale gas

development. The type of data used in this research, the methods and tools used to collect and
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analyse this data are consistent with peer reviewed literature pertaining to the objectives of
this researchThe results achieved in this research do describe the configuration of a
monitoring system that can be employed to solve the research problem of this rédaasch.

it appears that the results have high internal validity. With regard to external vatndity
context and environmental setting of this research makes generalization difficult. The results
cannot necessarily be validated against the results of other studies on this topic, but a
discussion of results may yield similar trends compared to previouestiod individual
objectives. Hence, overall the results of this research have low external validity.

3.6.Statement on research integrity

In the execution of this research no harm was done on any part efithrenmentor any

entity therein. The data collection methods are considered to be acceptable according to
current standards. Consideration was given to the social implications of shale gas
development, by informing relevant parties (land owners, stakeholders rdanmens etc)

about the context of this research and its intentions. No participant was coerced into
participating in this research. All participants were treated fairly and with dignity throughout
the course of this research. Furthermatkthe informaion presented in this research has not
been fabricated in any way. The information is purely factual and where appropriate,
educated assumptions are madastly this research has been conducted independently and

in full by the author.

3.7.Limitations of the study

In the completion of this research a few limitations were faced in achieving the desired
outcome. Firstly technical difficulties were faced during the sampling procediites
sampling equipment was not sufficient to collect groundwater sarfiplasall the available
monitoring points However, the missing data points did sagnificantly interfere with the
analysis. Secondly, ensuring that integrity was maintained by not accessing land where
permission was not grantetl) data points could ndie sampledHere, secondary data was

collected from available sources.
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Chapter 4 : Design of groundwater monitoring network

4.1.Introduction

Chapter4 presents and discussesultsfrom objective 1, which focusesh the spatial design
of monitoring network(i.e. the location of monitoring points). Thisaseof thecomponerg
of a holistic desigrfor a competent groundwater monitoring systdaselinesmonitoring

parameters and frequenayasdealt with in iapter 5 and Gespectively.
4.2.Exploratory geostatistical analysis

Figure 4.1 indicates the monitoring points and the corresponding depth to water at each point.
A total of 34 monitoring points were usdor the analysis. Doints were removed from
dataset. These removed points (boreholes) were either used for water abstraction or the wells
had collapsed. Hencthe depth to wateobserved in these boreholes diot display natural

values, and were removed

Legend
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Figure 4.1. Mean depth to water for current monitoring points in the study area

Exploratory statisticalanalysis andspatial analysis of the datasewas critical during the
setup and interpretation of geostatistical analysis. For example, the assumption of stationarity
within the dataset (constant mean andarae across the study area) veasequirement i

order to reduce therra in the results. Figer4.1 illustrates mean depth to waar each of
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the current monitoring point istudy arealt wasintended to indicate the spatial variability of
depth to wateacrossthe case study are@he figure illustratesthat the mean depth to water
varies conglerably across the studfrom a maximum o81.26m to a minimum of 2.98m
(Table 4.1) Even boreholes in close proximity display completely different depth to water
levels, as can be seen in the area surrounding Beaufort West. The global variance of the
daiset presented in table 4cbnfirms a highly variable dataset,4t.45m?. In addition,in

the north easareaaround Beaufort West, depths to water levels are on average greater than
in the central parts of the study area.

Table 4.1. Summary statistics fordepth to water for current monitoring points.

Statistics Mean depth to wter ~ Natural bgarithm

Min (m) 2.98 1.10
Max (m) 31.26 3.44
Range (m) 28.28 2.35
Arithmetic Mean (m) 13.72 2.50
Median (m) 12.82 2.55
Standard Deviation (m) 6.89 0.52
Variance () 47.45 0.27
Skewness 0.98253 -0.38485
Kurtosis 0.59773 0.51084

In addition, able 4.1 presents standard summary statistics which was used to assess the
normalty of the dataset. Normally sprealhtaset are not a requirement for geostatistical
analysis;however normal datasets are more favourable during statistical and@lysisange

of values presented in the datasesextreme, anavasconsequently spread far off the mean,

as indicated by high standard deviationvhen compared to the medrhe mean and median
deviate from one another, which is indicative of a-nommal dataset. From the histogram in
figure 4.2 (A), it can be seen that the spread of the data extends towards the right, which
could be a result of outliersindeed a positively skewed right datasets confirmed by the
skewness factor in table 4.Figure 4.3 (A), which is a @ plot for normality clearly
indicates a dataset thafsdeviating from the normal line. Thus the estite suggests that

the datasetvasnot normally distributedHence,higher error was expected with the use of

mean depth to watealues.

For comparison the natural logarithm of the dataset was also analysed for normality. It is
acceptabldgo perform the following geostatisticahalysisusing transformed values. Table

4.1 shows thathe natural logarithm values wefeetter distributed, with lower overall
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variance and a Skewness value eta® zero. This distribution wagaphically displged in
figure 4.2. (B). Howeverfrom figure 4.3. (B) it can be seen that points do not lie on the

normal line; hence the natl logarithm of the dataset walso not normally distributed.

Al B

Frequency
Frequency

1.50 2.00 250 3.00
Logtransformed_Depth_to_Water Depth_to_Water

20.00 40.00

Figure 4.2. Histogram for mean depth to water observationgA) and log-transformed depth to water (B),for the
current monitoring system. The normal curve is also show in order to evaluate normality of the dataset
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Figure 4.3. Normal Q-Q plots of mean depth to watel(A) and log-transformed depth to water (B)values for the
current monitoring network.

Lastly, datasetsvasinvestigated forany spatial trendsThat is a preferential trend such as
increasing or decreasing values from one location to another-trBluding data is a
requirement for the following geostatistical analysis. Figure 4.4 shows the trends analysis
block graph for actual values in the aset, while figure 4.5. shows the trend analysis block

graph for natural logarithm of the dataset. The floor of the graphs represents the study area
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with the data points plotted as spikes. The height of each spike represemsdbpanding

value. The tend wasmeasured in both thé® @irections (A) and the ddirection (B). The

data points are mirrored on the side walls and a trend line displayed (green line). The trends
line figure 4.4(A) clearly increases towards the centre, from left to right, tleeneases away

from the centre. Similarly for the 8@lirection figure 4.4 (B- blue line),the trend line
increases toward the centre then decreddes wasan indication of a numerical trend in the
data. There appears that valugsreincreasing towats a location just right of éhcentre of

the study area. Thehape of this trendvas mathematically modelled as a secander

polynomial, which was theautomaticallyremoved from the dataset.

Figure 4.4. Trend analysis graph for mean depth to water observations in the study area. Figure A displays the
calculated trend for the @ direction while figure B is rotated 90.

Once again the transformed data set was also investif@at trend. As gabe seen in figure

4.5 there was alear trend in the transformed dataset as well. The shapes of A and B figures
are almost similar to figure 4.but not as pronounced. That indicated increasing trend
towards the centre of the studyeafor the transformed data. This appeatectonfirm the

results of the actual dataset.

58



Figure 4.5. Trend analysis graphs for logtransformed depth to water values. Figure A is for the Bdirection, while
figure B is for the 9@ direction.

In summary, the dataset showedhigh degree of variabilityand wasneither normally
distributednor log normal for that matter. Consequenthis mayhave indirectlyindicated
that the datasewvas non-stationary. Both the original dataset and the transformed dataset
showed clear evidence of having a seceodler polynomial trendThe proceeding kriging
analysis was then performed at low confidence and with high error expeatetermine the

spatial autocorrelation range.

4.3.Determining spatial autocorrelation

Four kriging models were calculated usimgrious combinations of input parameters. As
mentioned these parameters govern the number of data points used to estimate the model (i.e.
samplesize). Table 4.2 show the results of the 4 models. The sill represents the variance of
the sample set determined by the input parameters, while the nugget effect represents the
small scale variations or even intrinsic error in the dataset. The range (splatal
autocorrelation range) is the target parameter of this analysis, and the greater this value the

more similar neighbouring data points are.

Table 4.2. Results of kriging analysis.

Model No. Theoretichmodel Nugget effeqtC)  Sill (C+&) Range(a)

1 Stable 0.0000 50.9317 16688.43n
2 Stable 0.0138 00.2438 4957.13m
3 Stable 7.6700 37.0461 6919.98m
4 Stable 4.7791 41.7443 5998.13m

Model 1 was designed to investigate the spatigbcorrelation at a local scalehe sill value

of model 1was higher than the global variance of the data$eis indicatedthat at local
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scale the variability is higher than for the entire study .afdadel 1 produces an
autocorrelation range af6688.43 m This model indirectly suggesteal high correlation
between neighbouring data points. Model 2 was performed using transformed epéano

water level values, and was -¢gt to investigate the autocorrelation at local scale. This model
producesa nugget effect which wasnall and candneglected. The variancerabdel2 was
smaller than the global variance of transformed dataset. Model 2 also produces a small

autocorrelation range which suggests limited correlation between neighbouring déda poi

Model 3 was setip to investigate the autocorrelation at a local scale, howaserg the
average distance between monitoring points as-gatiparameter. Model 3 producadarge
nugget effect, which coulihdicate a high variability at a very sthacale. The model
variancewas significantly smaller than the global variance. Whhe autocorrelation range
wasconsiderable smaller than model 1, which concurs well with rest of the model. For model
4 the input parameters were set to investigateai®correlation at a large scale. The nugget
effect produced by this modefas lower than model 3, which wagpected when working at
large scales. The varianoé model 4 wasloserto the global variance which waspected

as well, as the model take anaiccount almost all the data pinThe autocorrelation range

was similar to models 2 and 3

In order to determine the most appropriate model to use in the design of the monitoring
network, cross validation techniques were applied. Cross validatiasimple technique that
wasused to determine the accuracy of the kriging model. The software performs this check
by removing an individual data point from the model and then comparing the estimated value
at that point tahe real value. This process wageated for all data points, and if estimated

values are equab real values then the model wsesd to be accurate.

Table 4.3 shows the results of the cross validation analysis performed on the kriging models.

To judge the accuracy of a kriging model:

the predictions must be unbiased indicated by a mean prediction error close to zero
the standard errors must be accurate, indicated by anemtsquare standardized
prediction error close to 1, and

1 the predictions do not deviate much from the real valuticated by a roeiean

square error and average standard error that are as small as possible
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Table 4.3. Resultsof the crossvalidation analysis

Model RootMean Mean RootMear Average

No Mean Square Standardized Square Standard
| Standardized Error

1 0.2830 7.0457 0.0259 1.0283 6.7665

2 0.7854 7.4563 -0.0520 1.0030 7.7581

3 0.4723 7.2474 0.0471 1.0798 6.5688

4 0.5027 7.1719 0.0488 1.0619 6.6516

Evaluating the models according to the above critenagel 1 had a significantly lower
mean pediction error compared to other models. Model 2 produbedbest roetean

square standardized error. Howeuhe averge standard error for model 2 wasbsantially

higher than te other models. Model 3 productte best average standard error. It should be
noted that all the models produld@igh average standard errors, which could be related to the
statistical weakness indgtdataset. Model 1 also produdbé lowest roetmeansquare error.

The ability to accuratelgstimate unknown data values wagital criterion; and so on this

basis model 2 can be eliminated. By the same convention model 3 would then be the most
ideal. Howeverthe other criteria conderable favour model 1. Considering that the ayera
standard error for model 1 wasly slightly above model 3 and that the other criteria favour

model 1, model Appearedo be the most appropriate.

Prediction Standard Errors
5.5324 — 6.5097
6.5097 — 7.0794
7.0794 —7.4115
7.4115 - 7.6051
7.6051-7.7180

P 7.7180-7.7838
B 7.7838 - 7.8221
B 7.8221-7.8879
I 78879 - 8.0008
I 5.0008 - 8.1944

Figure 4.6. Map of the prediction standard errors according to the kriging model 1.

From the results of model 1, a predictionnstard error map was generatedg(F.6.). The
zones with the highest erroccurredat the boundries ofthe study area. This wasresult of
a lack of data points at the boundaries. Howetres wasexpected in ankriging analysis.
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The lowest wady contrast, at location were monitoring points are clustered. For example
the northeast area of the mapurrounding Beaufort Weslkn addition,between clusters of
monitoring points the error increases. New monitoring network design should also focus on

these zones of high error.

4.4.Design of the sampling grid

Following the geostatistical analysis in ghievious section, model 1 was chosen as the most
appropriate to use in monitoring network design. From model 1 the spatial autocorrelation
range (16688.43m) was used to camdtia hexagonal sampling gridigF4.7). According to
Olea(1984)a hexagonal sampling grid provides the lowest overall standard prediction error
of any sampling grid desigithe grid wasconstructed so that from tleentre of one hexagon

to the next is a distance slightly greater than the spatial autocorrelation distance.ldyence
positioning new monitoring points within cells, according to a hydrogeologrdalia, a

monitoring network was developed that veggimized in terms of spatial density.

Legend
|:| Sampling grid

e Current Monitoring Points

Figure 4.7. Map of the designed hexagon sampling grid, showing the current monitoring points as well as the
prediction standard errors.

4.5.Hydrogeological placement ofmonitoring points

According to a set of hydrogeologicalteria defined in chapter 3yé& maps were generated
that illustratel these criteria (|§. 4.8.- 4.12.). The chosen criteria relate to key features
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within the hydrogeology of the study. In additipin the context of shale gas development
and monitoring network design, these features have been deemed important in various
literature. This list of hydrogeological criteriged in the following analysis wast meant to

be comprehensive, but only represents thoserfesathat data wasvailable to generate maps

for.

Figure 4.8 illustrates therate of rechargdor the study area. This map wagended to
highlight areas of high recharge (recharge zones).rétlearge zones represent the area of
infiltration of new fresh waters, before mixing and chemical alteration takes place down
gradient. Maitoring of upgradient wells wasimportant in understanding baseline
characteristic of the groundwater. Henoew kaselinemonitoring points were positioned

within high recharge zones, as indicatgdlie green points in figure 4.8
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Figure 4.8. Map depicting the rate of recharge for the study area

Dolerite intrusionsgspecially dolerite dylehave been discussed intensely in the literature
with regard to hydraulic fracturing. These structures represent possible migration pathways
for hazardous chemicals to move to the shallow aquifére. presence of thermal spring
indicatedthe circulation of deeper groundwatto the surface, and hence hmen included

as a contaminant pathwaln addition,the deep Soekor wells are known to intersect deep
groundwater formation, and can provide a link between the deep and sheadomdwater
formations. Monitoring of these features could provide early warning of potential
contamnation Hence new monitoring pointswvere positiored within proximity to these

pathways as indicated in figure 4.9.
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Figure 4.9. Map depicting the outcropping of dolerite intrusion within the study area, including dikes.

One of the objectives of ¢h designed monitoring network wae protect valuable
groundwater resources of the region. In this ghesiter resources can be thought of as those
zones that exhibit a high aquifer yield. High yielding zones represent preferred areas for
groundwater abstraction and are so prioritised in this design of this monitoring network.
Figure 4.10 indicates the adgi yield for the stdy area. As can be seen there waserally

only one zone of substantial yield, located in the north east of the study area. The rest of the
study area generally exhibits low yield. Only one new monitoring point was positioned in this

high yielding zone as the current monitoring network is well densified in this area.

In the same context, isolated high yielding abstraction pametgincluded. These are vital
water resource points used for domestic or agricultural purposes. Figure 4.10 displays the
abstraction points in the study area (black triangles). There are only few high yielding
abstractions points that are beyond the highdingl zone in the nortkast. At these points

new monitoring pointsvere positiored at close proximity to these abstraction poifisese

new monitoring points weratended to provide early warnin@y detecting changes in

groundwater before being abstiedt
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Figure 4.10. Map of the aquifer yield and aquifer type in the study area.
The next hydrogeological criteria definegrezones of favourable water quality. Monitoring
of these zones will provide protection for current and future water demand (water resource
protection). In figure 4.11 thengasonly one zone of high water quality located to the south
east of the study areln figure 4.11 the mappedariablewasactally electric conductivity.
The zone represents an area of low electric conductivity. Here new monitoring \perets

positioned within the zone of favourable groundwater quality.

Legend

|:| Case Study Area
|:| Sampling Grid
[

Current Monitoring Points
O Baseline Monitoring Points
@  Contaminant Pathway Monitoring Points

@  New Abstraction Monitoring Points

O Favourable Quality Monitoring Points

Electric Conductivity

| |<70msim
[ ] 70-300msim

[ 300- 1000 msim
I > 1000 mSim

Figure 4.11. Map depicting areas of low electric conductivity (i.e. favourable water quality)
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Lastly, the remaider of the hexagon cells that didt have monitoring points within them
were included. In order to maintain the requiretknsity and provide coverage of all-un
sampled locationgeneral monitoring point&ere positioned at the centre of emgtgxagon
cells (Fig.4.12). This further increasethe density of the designed monitoring network to

whatwasrequired to account for the spatial variability of the study area.
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Figure 4.12. Map of all new monitoring points. Existing monitoring points are including in the newly designed
network.

The procedurefollowed in this chaptewas performed in order to develop a monitoring
system that could be used to 1) determine the baseline groundwater characteristics of the
study area, and 2) providdetection monitoringagainst contamination from shale gas
development aswas possible. The later objectiwwas related to trend monitoring during
shale gas production. The study area exhibits high variability, anddiyetedprocedure
followed in this chaptewas designed to determine the required number of monitpamgs

to account for this variability. Using kriging, the required number of monitoring points was
determined, as well as the spatial density of the network. In such a manner the new network
was optimized. Thereafter using a hydrogeological approach,nm@wtoring points were
positioned at key location in the context of shale gas development. The current monitoring
network was preserved as the data from these monitoring points are important in trend
analysis. Under this guidanc&l new monitoring pointsrere created. Including the current

monitoring points, a total of 95 points exist within the newly designed network.
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4.6.Re-evaluation of designed network

Figure 4.13llustrates the prediction standard error analysis for the newly designed network,
using predicted values at new points. Within the centre of the studg the error was
relatively low. The prediction standard ermeaseven lower were monitoring points are more
dense such as in the north east section of the map. Only twuhédaries of th study area

was the prediction standard error relatively high. The error also increases concentrically
along the edges. Compared to the previous prediction standard error map for the current
network only (Hg. 4.7), this map showed lower average standaerror across the study

area. As well as showing smoother contours.

Legend

e New Monitoring Points

Prediction Standard Error Map

0.8336 — 1.2441
1.2441 — 1.4480
1.4480 — 1.5494
1.5494 — 1.5997
1.5997 — 1.7010

[ 1.7010 - 1.9049

P 1.9049 — 2.3154

B 2.3154 - 3.1417

I 3.1417 - 4.8050

I 4.8050 — 8.1529

Figure 4.13. Prediction standard error map for the newly designed monitoring network.

4.7.Discussionon results of designing groundwater monitoring network

In an attempt to develop the most appropriate groundwater monitor system in the context of
shale gas development, a hybrid geostatistical hydrogeological approach was followed in this
chapter The paticular dataset chosen to perform the analysis was selected as it represented
the most recentlepth to water levallata availableln addition,the data points representing
these water levels coincide with the current rtammg system in the study arda. essence

this analysis was intended to b@& @&spection of the spatial distributioof the current

monitoring network.

This researctbegan with a statisticalnalysisof the chosen data set. The most concerning

result from this section was high variability of the dataset. Spatially, this high variability
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manifested itself as highly erratic observations between neighbouring data points. This would
imply that a greaterumber (or more dense network) obnitoring points wasequired to
account for high variability. Hydrogeologicallpne would expect gradual changesiapth

to water levelfollowing the topography. Howevghis erratic nature idepth towater levels

could highlight that the aquifer waisolated at the local scale and instehapth towater

levels are a manifestation of local water bearing fractwiés intercept each borehole at
different depthgBothaet al, 1998; Woodford and Chevallier, 200%) addition, this could

imply a very heterogeneous aquifer at the local scale, at (@&stdford and Chevallier,
2002)

Following normality tests, which wasot critical in kriging application, trend analysis was
performed. As pviously statedtrending data wasot allowed. Trend analysis revealed an
increasing trend towards the centre of the study area. Traredadepth tavater level values
similar also diplayed a trend in the data. The fact that both normal and transformed depth to
water evelsclearly indicate the presence of a trend in the study aseauldoffer validation

of the natural trend with regards to groundwater levelewever, because of high

variability of 47.45 nf this trendwasobscured during visual inspection

In summary the dataset wasighly variable, nofparanetrically distributed, and showed
evidence of a trend. Theseere not ideal attributes of a datasets to be used in kriging
applications. Nonetheless kriging was performed using detrended data, but interpedeti

made with these factors in mind.

Firstly, all the experimental variograms modelgere fitted with a stable theetical
variogram model. This wasimilar in structure to spherical theoretical models. The fact that
all the models fied this structure, where thermeas a finite sill, suggestetiat pairs of data
points beyond a certain tigce show no correlation. Thisirther suggestd hydraulic
discontinuityat the local scale, related perhaps to the heterogeneity of the fractumafiosv

in the aquiferHowever, this needs to be investigated further.

Whenthe nugget effeavas inspected, Model droducel no nugget effect, whilenodels 24
hadlarge nuggets effects. No models produaepure nugget effect. Intuitivelpne would
expect the most accurate model to express a nugget €ffieist would agree more so with the
fact that the spatial variability wasigh. The only models that prodwtsignificant nugget
effects were models 3 and 4. @ same principlat wasexpected thatie most appropriate
model would have smal autocorrelation range. This whscause the spatial variability was
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high. Howeverfrom the crossalidation analysis the most appropriate modeleapgdto be
model 1. This was unexpectdakcause of the higdpatid autocorrelation rangef 16688.43

m.

It was also apparent from the cresgalidation analysis that all the models prodiitegh
error. This could be a result of the intrinsic attributes of the datasen@ramal, trending and
highly variable), affecting the accuracy. Indeed the high variability could affect the
stationarity of the data (to be discussed later). This wouldfsigntly affect the confidence

in the results and consequently produce high error.

Using the results of model 1 a standard predictionremap was created. The map was
intended to show the 4efficiencies in the current monitoring network. As previgustated

the generally high prediction errawvay from the clusters indicatesh unevenly disibuted
system. In additionclusteredmonitoring points can possibly beduced to 1 monitoring
point withoutincreasing the prediction error, due to being reldum. Howeverthis research
advises against this at the present moment due to the longderies available from these
points. Densifying the monitoring network using a predefined sampling grid was the obvious

solution.

The spatial autocorrelation rangeas used talesign the hexagonal grid in figure 4Hach

grid cell was filled with a monitoring point according to a set of hydrogeological criteria.
This approach resulted in the establishmen8lohew monitoring pointsin realistic terms

this wasa large number of new monitoring points that may not be feasible/manageabile.
However according tothe geostatistical model this wise required number of monitoring
points inorder to optimize the system. Inspection of the current monitoring network
undernath the new sampling igr shows that current network wasghly clustered. This
would imply that many of these are redundant. Henteorder to reduce the number of

monitoring points in the networklusteringof these points could be avoided

The newly designed monitoring network was -egaluated using kriging, iorder to
determine if it reduced the averagarstard prediction error. This was fairly common
procedure in the literatur@lea, 1984; Theodossiou and Latinopoulos, 2006; Yetngl,
2008; Bhatet al, 2015) The fact that across the study area predicttandard errors had
decreasedsuggests that the newldesigned monitoring network wasore efficient at

interpolating parameters. This would further suggest that the newlgnéelsimonitoring
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network providedbetter coverage of the study area. Hernthe sampling grid design and

location of new monitoring points appear appropriate antiéudptimizel the network.

In the context of this study, that wasder the premise of shale gas development and within
semtarid environments, the literature wadmost absent of examples. The fact that th
designed monitoring network wastended & mee multiple objectives, madehis study a
particular novel approach. The hybrid approach used in this study was chosen as this was the
best manner to design one monitoring network that can meet multiple objectives.
Geostatistical analysis provides us witte thumber of monitoring points and the network
density. While the strategic positioning of the monitoring points was based on

hydrogeological criteria.

This wasby no means a umue methodology, but instead wadapted and modified from
various literaturesuch aflea (1984, Kim et al. (1999, Caeiroet al. (2003, Zhou et al.

(2013, and Bhat et al. (2015) Olea (1984) used kriging techniques to determine the
sampling grid shape that produces the lowest overall prediction standard error. Hexagonal
grids producd the lowest prediction standard error. Howevkee other grid shapes might be
appropriate according to the geometry of the aquifer (or environment). A case study from
Olea (1984) showed s similarities to this study, in that a random$gattered monitoring
network was optimized using kriging techniques. Similar to this stu@ea (1984)
determinedtha a stratified hexagonal grid wabke best way to optimize the network.
However in this case the number of monitoring points was reduced without a loss in

information.

Bhatet al. (2015)providedan even better comparison. Heaeregional monitoring network
wasexpanded based on a kriging approacte fidsults achieved in this study appear to agree
with those fromBhat et al. (2015) Both showed that the random pattern of the ding
monitoring network producekigh error, ad a regular hexagonal pattern wasferred wien
expanding networkwhere there waso monitoring points.

Caeiroet al. (2003) wasunique in this regard in that their work was not based on optimizing
an existing network, but establishing a new network were there was Altheugh the
methodological approach wasmilar to this study,Caeiro et al. (2003) was based on
developing a sampling/monitoring network for estuarine sediment sampling. Tilés res

obtained byCaeiroet al. (2003) thus diffeed from this study. Randorsampling within a
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regular grid was chosen instead, based solely on the movement of the sampling vessel. As

opposed to a systemic approach used in this study.

When discussing the hydrogeological component of this hdy et al. (2013)andKim et

al. (1995) provided some comparisorKim et al. (1995) designed a national groundwater
monitoring network based on a set of hydrogeological criteria. They also incorporated a grid
sampling system to strategically position new monitoring points. Their results, which
indicated key areas to monitor, further corroborate the methodology and results of this
research.

Zhou et al. (2013) provided a comparative analysis of a hybrid design approach. They
designed a regional scale network using a hydrogeological approach to position new
monitoring points. Using regime zone mapping they highéidithe most critical areas for

new monitoring points. Téreafter using kriging to show a reduction in prediction standard
errors to show thefficiency of the new monitoring netwkr Procedure in this research was
reversed compared téhou et al. (2013) hence the results werenanifested differently.
Network density and location watermined by the relative hydrogeological regime zones,
and not by geostatistical analysis. Hence a more random pattemmomitoring points
(visually) wasobtained byhouet al. (2013)

The methodologial approaches detailed in therature, andsubsequently agiwed nto this
research, demonstratéd applicability,. However theoretically in any geostatistical analysis
the sigiificance of the results depended meeting tB assumption that the dataset was
statistically statnary. That wasthe mean and variance remains the same ac3oss
Dimensionalspace. Currently, thergaslimited technical guidance to determine stationarity
within the datasetrather reliancevas placedon intuitive interpretation. It waslear that the
spatial variabity was high within the dataset and that standard errors pextiby all the
kriging models weresimilarly high. This can allude to the fact the dataset mayhaotbeen

stationary after all. Thisxdeed reduakthe accuracy and thus significance of the results.

The precedingdiscussion indicatethatthe current netwd employed in thetady area was
not adequate to meet the objectives of a regional groundwater monitoring network. Any
interpretation or estimation made using the data from the current network pqodgerted
the entirety of the study area. Changes within the groundegagdity and quantity would not

be detected early enough to protect the groundvesiigronment. This research showbet
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if a new monitoring network wasot implemented before shale gas development begins the
possibility of wide spread contamination withihe groundwater may occur. Furthermore
establishment of a statistically sound baseline cannot be realised without the implementation
of the newly designed network.

4.8. Summary of results and discussion

In-orderto design a regional gradwater monitoring network based wltiple objectives, a
geostatisticahydrogeological apprah was applied. This allowed foptimization in terms

of density of monitoring network, and takes into account key hydrogeological features of
interest when p&ition monitoring pointsThe analysis revealed the current network, which
contained 34 monitoring points, to be irregularly distributed and clustered throughout the
case study area. Using kriging techniques a new network density was calculated, where
monitoring points were separated byapproximately 16.7 km. Asystematic sampling
approachwas applied to a hexagonal sampling grid, which has the potential to reduce the
kriging prediction standard error. Using key hydrogeological features such as contaminant
transport pathways and water resources zones, 1 new monitoring per grid cell (in most cases)
was placed within proximity to these features. In this manner, the groundwater monitoring
network was expanded from 34 to 91 monitoring pointg fAéw network sheed a decrease

in the kriging prediction standard error compared to the existing network, which suggests a

gain in information.
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Chapter 5 : Determining baselinein South Western Karoo
5.1.Introduction

One of the objecties of this monitoring network waketection or contaminant monitoring, in
order to protect vital groundwater resources from contamination. Detection monitoring in
general terms operates by monitoring certain parameters of concern against a predefined
threshold of those parameters. Thigaduces the concept of baseline or background, which

is the immediate natural state of the aquifer. The necessity for a baseline in context of shale
gas development has been well discussed in the literaturevrdaieletection monitoring it
wasimportantto have statistically creblie baseline to act as a reference point for comparison
against future observation. This is the concept of detection monitoring. The following chapter
presents the results of analysis for the developmentsgfiiha. In essendbe results in this
chapterare intended to be an analyeisthe available dataset to determine its applicability in
statistical baseline development.

5.2.Exploratory Data Analysis

There werea total of 22 quality assured water quality data points tkiat within the study

area. Howver, only 5 of these points had independent sample size that vgeater than

the preferred lower linti Chemical analytes samplatithese points includea suite of mgor

ions and field parameters gffle 5.2.). A dta simmary of these 5 points wasesented in

table 5.1 Supplementary information, such as histograms and time series graphs can be found

in annex 1.

Table 5.1. Datasummary for 5 ZQM groundwater quality monitoring points in the study area.

Z0MWVL1 ZOMWVL2 ZOMLUEl1 ZOMRSK1 ZOQMBWW1
Start date 05/26/1994 05/26/1994 05/26/1994 10/18/1994 10/18/1994
End Date 09/02/2015 04/15/2015 04/15/2015 05/23/2015 06/06/2013

No. Of Samples 38 29 35 42 35
Frequency Biannual Biannual Biannual Biannual Biannual
Associated WL None None None None None

In statistical terms a sample size betw28r& 30 independent samples wamsidered to be

the minimum lower limit. However thBepartment of Environmental Quality (201dyes
suggest that a sample size of 12 independent samples spanning 3 years is sufficient to
perform most statistical analysis. That will requireartety samples. As can be seen in table
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5.1 dl of the monitoring points had &rge enough sample size and the datapatnech
much greater bandwidth than weequired. @ly the frequency of sampling wadmsannual
instead of the recommended quarterly samples. Howtherdid not significantly affect the
results of the following statistical analysis.

Table 5.2. Statistical summary for various chemical analyes measured during sampling of ZQM borehole.

ZQMWVL1 ZOQMWVL2 ZQMLUE1 ZQMRSK1 ZQMBWW1
Analytes Mean {Std.D. Mean {Std.D. Mean Std.D. Mean 1Std.D. Mean 9Std.D.
Ca 89.66 11.57 84.90 11.42 131.59 34.20 144.74  29.94 67.51 24.19
Cl 67.89 1849 60.69 11.00 286.71 126.90 211.05 37.77 16.44 4.53
DMS 685.82 63.46 660.31 53.09 1562.81 391.31 1143.25 96.44 481.61 97.26
F 0.73 0.14 0.71 0.08 2.16 0.58 0.76 0.16 0.40 0.12
K 2.60 0.45 2.84 0.60 7.61 3.29 3.35 0.99 0.96 0.61
Mg 16.87 1.66 17.19 1.59 18.20 10.46 38.36 7.23 20.38 7.39
NH4 *bdl bdl bdl bdl bdl bdl bdl bdl bdl bdl
NO3 2.79 0.68 3.87 0.73 0.39 0.93 2.09 1.70 0.10 0.07
Na 77.05 7.86 71.46 4.32 334.38 92.59 148.59 31.13 34.00 10.22
PO4 bdl bdl bdl bdl bdl bdl bdl bdl bdl bdl
SO4 63.09 13.27 58.92 11.25 450.92 187.13 285.66 101.29 78.02 52.89
Si 11.42 0.84 10.74 0.84 9.29 1.76 10.76 0.97 14.34 1.66
TAL 292.04 2752 284.99 25.38 295.35 130.16 253.30 39.40 217.86 34.67
Hardness 293.54 32.12 AN/A N/A N/A N/A 481.06 125.79 N/A N/A
EC 95.70 21.79 89.41 25.00 272.91 70.23 156.55 19.67 58.42 15.32
Temp 22.31 2.70 22.66 2.13 21.86 3.20 20.91 0.94 19.30 1.36
pH 7.12 0.66 7.37 0.47 7.23 0.69 7.15 0.17 7.17 0.23

Std.D: Standard deviation
*bdl: below detection limit,

AN/A: no data

Table 5.2 presents both the mean and standard aewviEtithe dataset. This wagended to
indicate the spread or distribution of the dataset. For many of tgtes the standard
deviation wasrelatively high.For example EC for ZQMWVL1 and Na foZQMBWW1,
both show high standard deviations compa@dhe mean.ln fact none of the analytes
display a low standard deviati compared to the mean. Thablewas also intendetb show
the spread of thelataset;through thevariance (variance is the s@ue of the standard
deviatior). A high standard deviation illustrateal large spread and cawently a high
variance. Inannex 1 the histogramgorroborated this resulfjustrated by large spreasifor

many of the analytelsee for example figure 1.5. and 1.8. in annex 1)
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5.3.Analysis of spatial and temporaldata independence

Analyzing the independence of data usingheical statistical protocols wamsore rigorous
and tedious than required. Instead the independence oftious dataset was proven using
hydrogeological reasoning. For spatial independence, fitkee monitoring points were
separated by grealistance that incdependence coulde assumedCorsidering groundwater
movement waslow andthat themonitoring poins wereseparatedy geological boundaries,
it was not expected for samples to be collected from the same stattigalation in the

aquifer. In essencé,wasunlikely that the sampling pointgereconnected directly.

In terms of temporal independence, the quarterly rule of thumb was used to assume statistical
independence. Most of the sampling events in the time seaesseparated by more than

four months in most cases. Under the current groundwater flow condhisnwgassufficient

time for groundwater to move past the sampling point. Helhogas assumed that new
waters were sampled on each occasion. Therefiemporally the datasetvas also
independent.

5.4.Test to determine rormality of dataset

The following section dealtwith the results of the normality testhi§ component of the
analysis waof importance, as this determinéae protocol for the proceeding stefifhat
waswhether parametric or ngmarametric test should be used to analyse the dataset.

The ShapireWilks test was used to determine the normality of datasets for the various
analytes for each data point. The results of the Sh&dilics test are shown in table 5.3. This
table displays the significance score for test, with a confidencedeveit 95%. Hence, any
significance score below 0.05 did not indicate a normal distribution at the defined confidence
level. Analytes mark with an asterisks highlight all the datasets that had significance scores
below 0.05. The results showed that mayoaf the datasets were not normally distributed.
More correctly, 67.5 % of the analytes had -mammal datasets. However, before proceeding
with nonparametric statistical procedures, the transformed datasets were also analysed for

normality.
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Table 5.3. Results ofthe Shapiro-Wilks test for normality performed on original dataset.

ZOMWVL1 ZOMWVL2 ZOMLUE1 ZOQMRSK1 ZQMBWW1
Analytes "Sig. Score  "Sig. Score 'Sig. Score "Sig. Score "Sig. Score

Ca *0.000 *0.000 0.994 *0.001 *0.001
Cl *0.001 0.143 *0.000 0.291 *0.035
DMS 0.070 *0.008 *0.036 0.303 0.088
F *0.000 *0.001 *0.003 *0.000 *0.002
K *0.006 *0.021 0.321 *0.000 *0.000
Mg 0.137 0.295 *0.002 *0.002 *0.002
NH4
NO3 0.855 0.177 *0.000 *0.004 *0.001
Na *0.001 0.402 *0.008 *0.000 *0.000
PO4
S04 *0.000 *0.001 *0.001 *0.000 *0.000
Si *0.002 *0.012 *0.000 0.557 0.335
TAL *0.000 *0.000 *0.002 *0.009 0.907
Hardness *0.004 0.474
EC *0.013 0.152 *0.001 0.105 0.618
Temp *0.001 *0.001 *0.012 *0.049 *0.006
pH 0.160 *0.014 *0.029 *0.014 *0.019

*denotes those analytes that are absignificance level (i.e. neparametricdatasets)
Tsignificance score

Other parametric distributions such as log normajamma distributionwere also accepted

in terms of normal distribution@J.S. Environmental Protection Agency, 200Bence, all
datasets were transformed to their natural logarithm, and tested for normality. Figure 5.4
represents the results of this analysisngsa $ % confidence level. The analytes marked
with an asterisksndicate thosethat were not parametrically distributed. Only 36.1 % of
analytes displayed parametric distributions. Considering that so few analytes are normally
distributed in both real values trtansformed values, it was necessary to continue the analysis

using only norparametric statistical techniques.
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Table 5.4. Results of the ShapireWilks test for normality performed on transformed values

ZOMWVL1L ZOMWVL2 ZQMLUE1 ZQMRSK1 ZQMBWW1

Analytes Sig. Score  "Sig. Score "Sig. Score "Sig. Score  "Sig. Score
Ln-Ca *(0.000 *(0.000 0.084 *(0.000 0.115
Ln-Cl 0.067 0.421 *(0.000 0.132 0.712

Ln-DMS *0.017 *0.001 *(0.000 0.061 0.505
Ln-F *(0.000 *(0.005 *(0.000 *0.004 *0.017
Ln-K *0.022 0.332 *(0.000 *(0.000 *(0.000
Ln-Mg 0.443 0.268 0.701 *(0.000 0.155

Ln-NH4

Ln-NO3 0.204 *0.011 *(0.000 *(0.000 0.072
Ln-Na *0.003 0.542 *0.000 *0.000 *0.005

Ln-PO4

Ln-SO4 *0.000 *0.023 *0.000 *0.000 *0.007
Ln-Si *0.011 0.070 *0.007 0.412 0.500

Ln-TAL *0.000 *0.000 0.050 *0.006 0.291

Ln-Hardness *0.000 0.405
Ln-EC 0.322 *0.001 *0.013 0.457 0.992

Ln-Temp *0.000 *0.000 *0.003 0.081 *0.001

Ln-pH 0.089 *0.016 *(0.003 *0.017 *0.037

*dendes those analytes that are beldetection limit (i.enonparametricdatasets)
Tsignificance score

5.5.Determination of seasonalitywithin the dataset

Determining a steady state in the timdese (or temporal stationarwasa key consideration.
Hydrogeologically this phenomenon is known as seasonality. Seasonaktésethere is a
difference in measurements at different times of the yegrwet or dry season). Occurrence
of seasonality introduces more requiremewtseen determining thgroundwaterbaseline

statistically. Figure 5.5 presents the results of a Krdgkallis test for seasonality.

The average winter rank (April to August) was compared to theageesummer rank
(September to lrch) using the Kruskalallis test Table5.5.). The KruskalWallis test was
performed & a 95% confidence level. Itable 5.5. any signifiance score below 0.05
representecn analytethat showedseasonality in its datasetefe analytes marked with an
asterisky The table5.5 illustrated that using the current dataset, at the determined
confidence level, only 6 analytes shemhseasonality. Many of the analytes display minimal
difference between groups, according to the average rank. Only in instances whenashere
a vast diference between average rankssthe significance score low enough to indicate a
statistical difference. For exampléa in ZQMWVL2 or Si in ZQMWVL1.
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Table 5.5. Results of KruskalWallis test using seasonality vidables

ZOMWVL1 ZOMWVL?2 ZQMLUE1 ZOMRSK1 ZQMBWW1

'Sum.  "win. 'Sig. 'Sum. "Win. 'Sig. 'Sum. "Win. 'Sig.  "Sum. 'win.  "Sig.  "Sum.  'Win. 'Sig.

Analytes Mean Mean Score Mean Mean Score Mean Mean Score Mean Mean Score  Mean Mean Score
Ca 17.8 19.375 0.656 11.867 18.357 *0.04 17.313 17.667 0.918 19975 21.976 0.593 16.765 19.167 0.488

Cl 20.19 17.438 0.443 14.4 15643 0.694 18.875 16.278 0.448 22.25 20.818 0.706 16.294 18.706 0.48

DMS 16 17.143 0.443 10.167 15.615 0.064 17.867 15.294 0.439 19.706 18.4 0.715 15.125 18.765 0.28
F 16.45 19 0.462 13.643 14385 0.808 14533 17.375 0.385 20.222 1981 091 17.375 17.611 0.945

K 17.375 18.833 0.677 14.714 13.231 0.627 18.219 15.853 0.482 20.895 20.143 0.839 17.618 18.361 0.83

Mg 18.548 19.594 0.771 14.9 15.107 0.948 17.719 17.306 0.904 22.25 20.818 0.706 14.294 20.706 0.06

NH4
NO3 17.05 20.313 0.356 13.071 15.929 0.358 19.25 14.882 0.186 21 21 1 19.563 15.667 0.254
Na 17.725 18.367 0.855 10.929 17.308 *0.037 19 15.118 0.249 21.158 19.905 0.735 16.294 19.611 0.338
PO4
SO4 18.929 19.094 0.963 13.733 16.357 0.407 16.938 18 0.756  22.65 20.455 0.562 17.882 17.118 0.823
Si 14.238 25.25 *0.002 15 15 1 14969 18912 0.242 214 21591 0.96 13.765 22 *0.017
TAL 17.85 19.313 0.679 11.857 17.143 0.089 17.375 16.647 0.829 20.65 21.333 0.855 13.647 21.353 *0.024
Hardness 17.8 19.375 0.656 8.429 7.625 0.728

EC 12.656 16.958 0.171 9.55 11.45 0.472 13 12.077 0.75 22.825 20.295 0.505 16.714 17.211 0.884
Temp 10.429 17.083 *0.027 9.85 11.15 0.615 14682 10.654 0.162 19.95 22909 0.431 14.036 19.184 0.125
pH 14.813 12.818 0.521 9.8 11.2 0.596 10.227 12.773 0.358 16.563 20.857 0.23 16.167 15.056 0.733

* Denotes those analytes that are below significance level (i.e. display seasonality within thg.dataset
Sum.Mean: average rank for summer season; Win.Mean: average rank for winter season; Sisigsificance test score).



5.6.Determination of secular rends within datasets

Another important consideration waesting for steady state whietasdetermining whether
secular trends existlin the dataseilhe presence of secularends meant baselines could not
be defined according to statistics. Unlike seasonal trends which cambgead. Alternative

methods wouldhave to be used if secular trends exdst

The table 5.6 represents the results of a Me&endall test for trendsni the datasets,
performed at the 95% confidence level. The M&mndall test score represents the sum of
scores from comparing earlier observations to later observations in the tiege Besitive

test scores impliedn increasing trah A negative tesscore implieda decreasingrend. A

test score of O impliedhot trend in the timeeries. A significance score less than 0.05
confirms the presence of a statistically significant trend (positive or negalive)results
shownin table 5.6ndicate thatlarge percentage of analytes display long term data trends in
the time series. Approximately 37 % of analytes display a secular (agadlytes marked
with an asterisRs Other analytes such as Ca in ZQMWVL1 or SO4 in ZQMWVL1, displa
minor decreasingrendover time, but areot significant at the currefgvel of confidence.

Table 5.6. Resultsof the Mann-Kendall test for secular trend.

ZQMWVL1 ZQMWVL2 ZQMLUE1 ZQMRSK1  ZQMBWW1

"Test. Tsig. T"Test. T"sig. "Test. T"sig. "Test. T"sig. "Test. Tsig.

Analytes Score Score Score Score Score Score Score Score Score Score

Ca -74 0.170 -26 70.320 11 0.441 -209 *0.010 -45 0.266

Cl 15 0.430 -2 0.493 127 *0.031 67 0.237 117 *0.043

DMS -110 *0.046 -22 0.312 86 0.084 10 0.453 10 0.445

F 22 0.383 11 0.417 121 *0.021 161 *0.026 51 0.229

K 53 0.239 104 *0.016 -17 0.402 178 *0.020 205 *0.002

Mg 78 0.166 7 0.455 -38 0.292 -83 0.187 39 0.287
NH4

NO3 -44 0.287 -280 *0.000 12 0.431 -139 0.061 -253 *0.000

Na -183 *0.007 57 70.122 152 *0.010 222 *0.005 22 0.383
PO4

S04 -111 0.083 12 0.418 219 *0.001 29 0.381 -115 *0.046

Si 63 0.218 -70 0.098 -113 *0.041 -252 *0.003 47 "0.257

TAL -136  *0.039 -12 0.414 -160 *0.007 -126 0.080 -7 70.465

Hardness  -52 0.252 -45  *0.015

EC -83 0.053 -7 0.423 2 0.490 -118 0.102 65 0.161

Temp -92 0.022 -66 *0.015 48 0.120 -308 *0.000 -134 *0.018

pH -7 0.450 -61 *0.026 -70 *0.026 -25 0.376 -3 0.486

*denotes those analytes that a below significance level (i.e. treddiag
"Denotes thseanalytes that displageasonality
T Test.Score: Manikendal test score; Sig.Score: Significance test score



5.7.Determining the need to pool data

The penultimate decision in this analysiasto decide if datgooling should occur. This
would increase sample size, which wouldturn increase statistical confidence in the final
results. The consideration to pool data from eachitoong point together, wasken from a

statistical as well as hydrogeologicaéwipoint.

Considering the hydrogeologly was not advisable to pool data between all the monitoring
points Monitoring points in thenorth east of the study area wenederlain by a different
geology (see chapter 3). Aifer properties in this zone wedgferent to the other monitoring
points. Under the current hydrogeological conditions it was only advisable to consider
pooling points that are not smated by great distance and wémethe same geological
formation. ZQMWVL1 and ZQMVWL2 were thugalistic dataset to pool. Henc#tatistical

analysis was performed to determine similarities in variance and mean between the datasets.

Table 5.7 shows the comparison between variances for each analyte between ZQMWVL2
and ZQMWVL1. The ANOVAs test was performed at the 95% confidence level. Analytes
with a significance score below 0.05 dimt have similar variances. The results showeat

all the significance scosefor the analytes were above 0.05. This indicated that the variances
werethe same between ZQMWVL1 and ZQMWVL2.

Table 5.7. Resultsfor ANOVASs test for homogeneity of variances betwen ZQMWVL1 and ZQMWVL2 .

Analytes "Sig.Score Analytes 'Sig.Score

Ca 0.310 NO3 0.961
Cl 0.415 Na 0.608
DMS 0.833 SO4 0.079
F 0.617 Si 0.734
K 0.369 TAL 0.282
Mg 0.465

ﬂSig.Score: Significance score

Table 5.8shows the results for a KrusKélallis test, to determine similar means between
ZOQMWVL1 and ZQMWVL2. The test was performed at the 95% confidence level. The
analytes marked with an asteriskdicatal thosethat didnot display similar means. Hence
these analytesould not be pooled. ©nsidering that a few datasets dmdt have similar

means, lte data was not pooled, as it wen statistically advisable.
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Table 5.8. Resultsof the Kruskal-Wallis test for similar means between ZQMWVL1 and ZQMWVL2.

Analytes "Sig.Score Analytes "Sig.Score

Ca *0.029 NO3 *0.000
cl 0.136 Na *0.003
DMS 0.108 SO4 0.097
F 0.155 Si *0.000
K 0.053 TAL 0.126
Mg 0.369

*denotes those analytes that are below significance level (i.e. do not have similar means
ﬂSigScore:Significance score

5.8.Discussionon the determination ofbaselinein South Western Karoo

The following is a dicussion of the results obtaingddring theanalysisin chapter 51t was
previousy stated that the point of thanalysisin chapter Swas to )} determinethe
appropriatenesef the current datasdor statistical baseline analysis, and if possible 2)
determine with confidence upper decision thresholds for the vadoabtes. The later

objective wasmportant for detectiomonitoring.

During exploratory data analysis was determined that there were only 5 data points with
proper time series of data. The number and distribution of these points limits the
hydrogeologial inferences that could be made from it. This impliedt any baseline or
background developed would not be represergativthe entire study area. In additidhe

time serieswhich spannednore than 20/earsonly had a temporal resolution of 1 sample

rough every six month. This was not ideal for seasonality analysis.

The analysis began with determining the descriptive statistics of the daTdsetmporance

of this section illustratedhe general statis€al characteristics of the various datasets.
However discussing every parameteras beyond he scope of the study, instead the
discussion focwed on understanding the statistical distributioh. full exploratory data
analysis can be found in annexske for example table 1.1. in annex The ranges of values
for most datasetsvere large andwere spread far away from the mean according to the
standard deviation. Thisplied the presence of extreme values (outliers) in the dataset. Box
and Wiskerplots appeaed to confirm this observation. At this stage it was not advise
remove the outliers as they couldpresent real valge albeit extreme The presence of
multiple outliers within a datasetddsuggest this. A high standard deviation corresponds to
relatively high variance within the dataset, which suggkshat values measuredere

significantly different from one observation period to the next.
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Thesecharacteristics alludeto possibility of a nomormal dataset. Certainly the fact the
majority of the datasets are either positively or negatively skewed (i.e. non symmetrical),
stronglysuggestd non-normal datasets. Histograms in the annégek figure 1.13. in annex

1) corroboratd this hypothesis, in additioBhapio-Wilks test for normalityshowedthat
majority of the datasets wenenparamérically distributed. Thislecreasethe confidence in

any future upper detection limits set using this dateiak hencenot ideal to have a datat

that wasnot normally distributed, to determine baselimea statistical context

Analysis of the seasonality revealed inconcluseasonal changes in the data, which could
inform the hydrogeological understanding of the region. The statis¢st revealedhat there

was generally limited variation in concentration between seasonms i datasets. When

the mean valuesof winter and summer months were compaitdould be seen that there

was ano commontrend that one grougas higher than the othein essence, seasonality
needs to be confirmed with more data, and should also extend to correlate grourd water
levels with chemistry dataHydrogeologically it appearedthat seasonal changes in the
physiologicalenvironment hd little effect on he chemistryof the groundwater, at least with

the current level of data.

It must be noted that the datasets weot truly ideal todetermineseasonality. An ideal
dataset would haveadconsisted of quarterly samples with each sampling event having taken
place atlhe same month every year. The fact that so few dataseesnon-seasonal could
havebeena mnsequence of the irregular seasonal samplingay be possible that thenas

seasonalitypresentdut with the current data it wasconclusive.

Secular trendsr longterm trending datavasa critical consideration in this analysis. Having

such a large portion of the datasets exhibiting g-tenm trend, effectively limitethe ability

to determine a baseline via statistical means. It may be possible to remove secular trends from
the datasets; however at this stage more investigationthidophenomenorshould take

place. Longterm trending data suggest that the aguifasnot in a steady state. Indeed from

the timeseries graph itauld be seen that the measurementse highly erratic (variable)

from one observation to the next. This could be a consequence of changing water levels, but

this requires further investigation.

Of particular caution when dealing with trending dataspositively trending data. Thatas
values thatvereincreasing over time. The concepasthat if a threshold (upper detection
limit) was determined and set, then at somenpan the futureobservations Wl have
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exceeded this threshold. Hencsetting thresholds for positively trending dates not
advised. ltwas more preferred to wait for the aquifer to reacisteady state, if applicable.
Future researchwas needed to understatitese seular trendsspatially, temporally and
within a hydrogeological framework

Datapooling was not advised on the Isathat an intrawell analysis waseferred, instead of
estimating one baseline dataset for the entire study area. Hydrogeologicaishisore
appropriate due to the spatial variation of groundwater chemistry across the study area. Thus
in a monitoring sense only future observation within a specific wellddoe compared to the
baseline of that well. The baseline of a specific well cannexbended to other monitoring

points.

Summarizing the resultdirstly there wereonly 5 data points that Hdarge emough sample

size which presentesh extended timeeries. This spatial distribution of these 5 points across

the study areavas not idealto represent the entire study area. The datasets of analytes
sampled forwere highly variable and express a large range of values. Extreme outliers
skewed the dataset which iurn affectedthe normality of these datasets. Thmajority of

the datasetawvere nonparametrically distributed. Surprisingly seasonal changes in the

datasetswere not evident. Howeverlong-term trends in the groundwater chemistvgre

evident.

Limited research hadeen carried out on phale gas development baselines. In fact in the
context of this study, this researabutd be considered unique. For instar@leto (2013)was

the only research aimed at developing a baselineshake gas development. Howeuiere

study was only focuse on characterising and describing the groundwater quality, not on
statistically determining the baseline and threshold concentratioraldition, their study

falls short in regards to understanding long term trends in groundwater chemistry. This was a
key consideration in the present research. In essdhie research providea more
comprehensive analysis of how to establish a groundwater baseline compé&asémtoto
(2013)

Edmundset al. (2003) and Shandet al. (2007) perhaps provid&a better comparison. Their
research focused on establishing the baseline conditions for groundwater chesrossttze

United Kingdom. They used a statistical approach, such as descriptive statistics and
cumulative frequency plots to determine the natural background concentrations as well as

upper concentration thresholds. Howewilrie results of this researctowdd not truly be
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compared withEdmundset al. (2003) and Shandet al. (2007) as the stastical approaches
differed What ould be saidwasthat the statistical component of baseline developnvast

critical, especially when focused on future trend and contaminant monitoring.

Baseline in a statistical senseutd notbe considered one specifialue (for example the

mean or median of the dataset); instead it must rather be considered an entire dataset. That
was a range of values that defines the population of possible values that can be observed
from the aquifer. The threshold (upper and lowen defind the boundary of the most

likely values that will be observed during monitoring. Observations that are repeatedly
beyond the thresholdald be considered a statistically significant change. This approach and
understandingvas best suited tameeting the objectives of this research. Establishing a
reference point to incorporate in the monitoring systeld not be achieved without

statistical analysis.

In analysingthe available dataset, wasnot currently advisable to establish upper decision
thresholds. The high variability in the tirseries as well as the prominent secular trends
within a large portion of the datasets empleibe need to study these phenomenon further.

It would also bdtruitful to research and understand thpeenomenon's a hydrogeological
sense. The number of groundwater monitoring points as well as the annual frequency of
sampling will have to be increased to better understand the system, iHemagesuggested

that the prescribed monitoring network designed in this thesis be implemented and that at

least 3 years of quarterly samples be collected before shale gas development proceeds.

5.9. Summary of results and discussion

To establish the natural baseline, thetdrisal and current groundwatehemistrydata was
analyzed using statistical method@nly 5 groundwaterchemistrypoints exist in the case
study area with a sample size large enough to perform the statistical review. The exploratory
data analysis revealdhat for most analytes the distribution was spread far beyond the mean,
with high variability (skewed heavily by the presence of outliers). This would imply a large
population of expected values during sampling, which suggests that the aquifer isanot in
steady state. All datasets were considered to be spatially and temporally independent. A total
of 67.5 % of the analytes had noarmal distribution, while the natural logarithm of the
datasets was only marginally better at 63.9 %. Seasonality wasesenpin the dataset, but

more frequent annual sampling is required to accurately determine seasonality with greater
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confidence. Long term trends on the other hand are clearly evident within the time series of
37% of the analytes. This indicates that theifer is not in a steady state. Finally data should

not be pooled due to differences in mean and variability between the data points. Instead an
intrawell analysis should proceed, which will allow ssf@ecific interpretations. From the
results presenteth this thesisthe current level of data is not sufficient to statistically
determine the baseline conditions of the aquifdre high variability and secular trends

should be investigated from a hydrogeological point of view.
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Chapter 6 : Parametersand Frequency of Monitoring

6.1.Introduction

In order to implement groundwatermonitoring system the parameters that need to be
measured, as wehs the frequency of monitoring need to be considered. Thisamnas
important cosideration in order to reak the purpose of the monitoring systeihe
following chaper presented the results abjective3, which details what parameters need to
be monitored for and the frequency of monitoring. The results were loasedalysis of

relevant literature andgeneral understanding of hydrogeochemical properties.

6.2.Parameters of concern

Table 6.1lillustrates a comprehensive list of chemical parameters that should be monitored in
the context of shale gas development. Chenmpashmeters that are marked weth asterisks

in table 6.1.are those thatvere most important during detection/ compliance monitoring.
From the literature review (section 2.3.), the general concerns in terms of sources of
contamination include: stray gas migration, infiltration of hyticadracturing fluids,
infiltration of drilling fluids and infiltration of deep formation fluids. These chemical

parameters provided a direct and indirect tracer towards possible sources of contamination.

For baseline monitoring, macro chemical counstits, such as those in column 2afile 6.1.)

were most important. These parameters provided information on the natural background
chemistry within the aquifer. They were easy and inexpensive to analyze for, hence the
inclusions. In additionmacro constitants can also be used as indicator parameters, such as
Cl, DOC and TDS. Abnormally high values of these elements could indicate the infiltration
of hydraulic fracturing fluid or even deep seated formation w&isf@neret al, 2014) It

should also be noted thalhysicalparametergcolumn 1)could act as surrogate indicators for
changes in the aquifers brought aboutrbgst sources o€ontamination from shale gas
developmen{Son and Carlson, 20155yor this reasonthe present study recommended the

real time monitoring of field parameters.

Trace elementbad also been include@hese elementsxist at relatively low concentrations

within the study area. Hence, in terrok understanding baseline conditions they are not
critical. Traceelementshowever could act as indicators for contamination by hydraulic
fracturing fluids, aghey are common additivel addition, trace elements such as Li and B
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(amongst others) tertd be more concentrated in fluids originating from deeply buried shale
formations. Hence, they can also act as indicators for infiltration of deep formation fluids.
Thus, they were included but should be sampled for at lower frequencibeyawere
generdly more expensive to analyznd provided theasne level of information as those in

themacro constituentsategory

Table 6.1. Target chemical parameters to includeduring monitoring (Modified from Oé6 Br i en et al ., 2013)
Physical Macro Trace Anthropogenic Dissolved Radiochemistry and
chemidry elements elements compounds  gasses isotopes
*pH Ca Zn *VOCs rDissolved 0 ¢ a%9 g
Methane
*EC Mg Al *PAH "Dissolved  \vat er D
Ethane
*TDS K Sb *SVOCs Radon DI C%u
*DO Na As *Glycols ;Mgthane
*ORP  NH4 cd sAlcohols ~ *Me t han C'0SSapha
radioactivity
Temp  *Cl Cr *TPH *Et h alice Sﬁf‘)zgﬁfﬁ‘y
NO3 Co *Et hane “He
S04 Cu “Ne
PO4 Fe Ar
F Pb
Alkalinity Mn
*DOC Hg
DIC Ni
Se
\Y
Ba
*Li
Sr
Br
U
*B
Rb
Mo

* denotes elements and compounds that are critical in understanding sources of contamination

The next category oparameters to monitoanthropogenic compounddhis category
includescompounds such as volatile organic compounds, alcohol comp@madsgst others

(analytes marked with an asteriskEhese group of chemicals were anthropogenic (i.e. they
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do not occur naturally within the aquifer). They were also one of the main contponen
hydraulic fracturing fluid. Hence, their presence in sampled groundwater could only be
assumed to be as a result of contaminaliprnydraulic fracturing fluidThese compounds

werethusconsideredmportant indicator parameters.

Dissolved gasses rka up the next category of chemical compoun@snsidering the
possible occurrence of stray gas migration, this was a critical component to monitor. For
example, the ratio of dissolved methane to dissolved ethane in the groundwater was a clear
indication d contamination by stray shale gé¥acksonet al, 2013) Isotopic analysis of
dissolved gasses is also critical to understanddifference between shallow biogenic

methane and thermogenic methéhalma and Esterhuyse, 2013)

The last category of compamds dealtwith isotope hydngeochemistry, and also included
radiochemistry argsis. Isotope chemistry couldct as indicator parameters. Isotopic
signatures of compousdsuch asvater and DICcould reveal changes in the groundwater
composition This could provide indication of infiltration of formation fluidevarneret al,

2014) Radiochemistry analysis (Beta and Gamma radioactivity) was included in the list to
account for the large degree of uranium mineralisation that occurs in this region of the Karoo.
Similarly the ontamination by NORMs, whickvere more concentrated in deep formation

fluids, could be indicated by radiochemistry analyfferry, 2011)
6.3.Frequency of monitoring

In terms of frequency of sampling, both ttesks of baselinemonitoring and detection
monitoringshould be considered. Multiple tasks required from one monitoring sydtem
compete with eachother;hence two phases of monitoring should be undertakerstie
gas development sampling for baseline development, anddietiection(trend) monitoring

during shale gas production.

During predevelopment samplinghase in-order to establish statisticalsound baselines, it
wasadvisable to collect at least 3 years of quarterly san{plepartment of Environmental
Quiality, 2014) Groundwater flow within the study aremsnot expected to be fafBothaet
al., 1998; Woodford and Chevallier, 200Hence sampling more frequentlypr example
monthly, was not advisable as this may yield statistically redundant samipéesed on the

literature, @rameters that should bsampledmust include macro constituents, dissolved
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methane and ethananthropogenic chemicaland gross alpha and beta radioactiyitgde
6.1.)

During the detectionmonitoringphase a tiered approacivas best suited for this tadkigure

6.1 illustrates the concept of the tiered approddere parameterdrom table 6.1.were
grouped intathree tiers based on their sampling complexity and analysis complexity. Based
on the literature redlme online monitoring provided the best means of early warning
detection of contaminatiofVrba and Adams, 2008; Storey al, 2011). Hence, tier 1 was
composed of field chemical parameters and other compounds that could easily be monitored
in field, and provide indication of possible contaminat{Son and Carlson, 20150nly if
threshold limitswere exceeded irprecedingtiers, should sampling proceed in the next tier.
This mechanism of tiered approached to samplinglédection monitoringvas designed to

limit unnecessary data collection and thereby reduce cost.

If there wasa positive exceedance any of the threshold limits dfer 1, field sampling of

tier 2 parameters should proceed. Tier 2 parameters cochpres&ochemicalsconstituents

and other comounds that could not be easily analysed in fieldwever, this tier include
included parameters that provided a more direct line of evidence towards possible
contamination, such as TOC and chlor{@ieS. Environmental Protection Agency, 2011)
Only if therewas an exceedance in key parameters, should tier 3 sampling be undertaken.
This tier warrantsa conprehensive analysis and includédfinitive indicators of shale gas
contamination, such as anthropogenic chemic@lse parameters in this tier required

specialisd analysis, and were thus costly to analyze.
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A Reattime monitoring
AField parameters & Methane

AMacro chemical compounds
ATDS, Chloride, Sodium & TOC

A Comprehensive analysis

A Anthropogenic HF chemicals
Alsotopic analysis

ATrace metals

Figure 6.1. Diagram showing the tiered approach to monitoring frequency and parameters. Successive tiers are only
activated when there is an exceedance beyortktthreshold limit.

6.4.Discussionon parameters and frequency of monitoring

While it wasimportant to determine monitoring network (chapter 4) and baseline (chapter 5),
it wasequally important to determine the target parameters and frequency of monitdweeng.
correct choice of monitoring parameters auld facilitate identification of possible
groundwater contaminatiomue to shale gas development. In addition, an effective
moritoring strategyin terms offrequencyand monitoring parameteedlowed for the early
detection of contaminatiorit was of coursethe ultimate task of this monitoring systeto

protect the groundwater environment.

The list of paameters identified in #htable 6.1wasnot intended to be exhaustive by any
means. They represeatonly those that were identified in the literatute.addition no
single parameteroeild truly identify asource of contamination, insnale gas contamination
situation In mog cases multiple lines of ewvedce (multiple parameters) needex be
reviewed inorder to be conclusive. Thisashowever a question for the operator or regulator
of the monitoring system. The strongest evidence of contaminatishowever provided by

those anthropgenic chemicals identified in table 6.1
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From the results of chapter 5 it was determined that the current dataset did not include all of
the parameters identified in table 6.1., neither was the level of data conducive tetiaatati
baseline analysis. Hence, in this chapter it was determined that a baseline sampling phase
should be undertaken before shale gas development commebuosag shale gas
development a detection monitoring phase must be implemented to monitorirajefotigl
changes in aquifer properties due to possible contamination. In the context of the study this
appeared to be the best implementation strategy, in order to collect the necessary level of
data. The idea was that the data collected during the bagdlase was used as a reference
level during the detection monitoring phaskhus, the multipletasks required of the

monitoring system could be achieved.

In terms of frequency, during the baseline phase the collection of quarterly samples for at
least 3years prior to shale gas development, seemed appropriated due to slow movement of
groundwater. During thedetection monitoringphase it was determined thatregular
monitoring of a full spectrum oftarget parametersvould not facilitate early warning
detection. Thus a more realistic rad achievable tiered approach veagygested. This should

make sampling a more manageable tds$ks type of monitoring strategy would ensure the
ultimate task of protecting the groundwater resouticesigh early warningyasrealised

Following on fromO0 B r et @ln(2013) which this part of the research was largely based
on, the conclusion=of this researchlid agree withthose of( O 6 B et ale£2013) Similarly,

both this work andD 6 B r et &. (2013)discuss the nature of indicator parameters and the
importance of it during monitoring and baseline developméatvever, this work provided

an extended an umdstanding okey parameters towardsplementationwithin a regional

groundwater monitoringystem

From a methodological point of viewvthe literature provided no empirical methods to
determine the most appropriate monitoring parameters. Hence, theagmgach was a
gualitative analysis of the literature to identify those parameters that wer@ppospriaten
terms of groundwater baseline and indicatégplicability of these analytes as indicators
had been suggested based on a theoratiwdérstanding. There was limited evidence to
suggest that these indicator parameters actually provided useful lines of evitleBce
Environmental Protection Agency, 2011fFor example, theoretically there should not
naturally be any anthropogenic chemicals in the grovaibek. However, influence of non

shale gas sources of pollution, such as landfills and fuel tanks, may introduce these

91



compounds into the groundwatetence, these compounds should be included in the baseline

phase sampling.

When discussing the monitorifiggquency Zhou (1996)showed the used statistical means

to estimatethe optimized sampling frequency forl@cal scalemonitoring systemn the
Netherlands However such an approach requirea time-series with a high resation.
Papapetridis and Paleolog@)12)showed that mnthly samplingvasbest for a wide range
of hydrogeological caditions. They usgcontaminant transport modelling to predict the best
frequency of samplingbest on plume movement and groundwater flow ratkee lack of
data limited the application of thes&o approaches. Hence, other researchers such as the
Depatment of Environmental Qualit{2014)advised on using conceptual understanding of
groundwater movement to determine monitoring frequency. dpysoachwas followed in
this regarch Groundwater flow in the studgrea wa®xpected to be slow and not pervasive
hence quarterly sampling seenmadre appropriatdn addition, this was ideal for seasonality

analysis.

The proposed setp of monitoring parameters and samplimggliency described in this
chapterappearedo be the best manner to achieve the objectives of the monitoring system.
Real time monitoringvas a must for timely detection of contamination, while optimized
distribution of the monitoring points as well agguéar sampling culd help establish a
baseline. This would mean that data management softwas@eedd to be employed to
manage the networlddvanced data management software packagesindeed available

that can receive, analyze, interpret and outpaktime dataln such a way the aquifersad

be monitored remotely and allow timely intervention to take pl&cethermore, baseline
sampling should continue through the detection monitoring phase, in order to maintain a

statistically robust baseline.

6.5. Summary of results and discussion

In objective 3, the literature was reviewed in order to develop a list of parameters that must
be sampled during monitoringhis resultedn 6 classe®f chemical parameters that include
macro inorganic chemical cstituents, trace elements, inorganic compounds and dissolved
gasses, and radiochemistry and isotopes. Anthropogenic chemicals commonly used in
hydraulic fracturing fluid, were also include@.pre-development baseline monitoring phase

should be undertakewith no more than quarterly sampling, due to slow groundwater
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movement. A detection monitoring phase should follow during shale gas development.
During detection monitoring phasen brder to manage the large list of parameters, the
sampling frequency plafollowed a tiered approackonly exceedance of thresholds set per
tier warranted sampling in the next tiéfevertheless, it was determined that no more than

guartely samples should be collected, based on groundwater flow rates.
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Chapter 7 : Conclusions & Recommendations

7.1.Introduction

In the context of shale gas development, groundwater may be vulnerable to contamination. It
was determined that the current monitoring system was not adequate to provide the necessary
level of data to protectital groundwater resources. Thus, this research was focused on
understanding what the best monitoring system could be, that could protect groundwater
against shale gas developmértiis aim required the designed monitoring system to be able

to collect pe-development baseline data and provide detection monitoring during shale gas
developmentin chaptes 4, 5 and 6the design of @ applicablegroundwater monitoring
system was laid outChapter 4 (objective 1) dealt with designing the configuration of the
monitoring network. Chapter 5 (objective 2) dealt with understanding the current dataset in
order to develop a statistically sound baseline. Lastly, chapter 6 (objective 3) highlighted the
target parameters and the frequency of monitorifige following dapter sumarizes the

results achieved in this studyd provideguture recommendations.
7.2. Conclusions

Objectivel was concerned with the design of a groundwater monitoring netimaidrms of
number and location of monitoring pointShe focus was thus, to determine the most
appropriate spatial configuration of monitoring poiatsording to the aim of this researgh
hybrid geostatistical hydreglogical methodology was used, asliowed optimization of

the number ah location of nonitoring points.Depth to water level measurements for the
month of October- April (2014-2015)were collected fronthe curr@t monitoring network.
This datasetwas used in &riging analysis todetermine the spatial autocorrelation range,
which defines he density of the monitoring networBased on the results, the required
density umber of monitoring points) was approximately 1 monitoring point every 16688 m.
Using this density andvarious hydrogeologicalfeatures, such as contaminant transport
pathways and potential receptors, new monitoring points were positioned across the study
area Using thisapproachthe current monitoring network was expanded to a total of 95
monitoring. Thenew monitoring network increasdide density of monitoring pois in aeas

that had minimal coveragdRevaluating the newldesigned network using thleriging

prediction error mapsshowed a decrease in the kriggioredictionerror. This indicatedhat
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the newly designed moniiog network performed better at providithe necessary level of

data

For objective 2, the purposeas to determine the baseline conditions of the aquifer with
regards to groundwater chemistin-order to determinea baseline for the groundwater
chemistry, a statistical approach was usecdartalyse the existing dataset.Groundwater
chemistry data was collected from the current groundwater quality monitoring fhooigh
sampling and historical groundwater data collectibne results of this analyses indicated
that there werenly 5data points in the studyrea that &d groundvater chemistry datevith

a time seriesnore than 20 independent sampleise analysis of these 5 points revealed that
only 32.5% of he andytes were normally distributed’he key findings in a hydrogeological
sense were the fact that no seasonal variaboosrredwithin the datasethowever, 37% of
the analyteslisplayed asecular or longerm trend This possibly meant that the aquifer was
in a nonsteady state. All analysis were performed at the 95 pecoarfidence level, which
alludes to the reliability of the data used. Hencelan these conditions it was advisable not

to establib a baseline using the existing dataset

Objective 3 focused on determining a monitoring strategy in terms of monitoring parameters
and the frequency of monitoring, in order to collect baseline data and provide detection
monitoring. Therefore,it was necessary to determine which parameters could be used as
indicatas for shale gas contaminatioin-order to determine the suite of monitoring
parameters needed, an analysis of the literature was underfdkemethodresultedin the
identification of a comprehensive table of chemical parameters, suoie® chemical
constituents, trace elements, shale tracers, organic compounds, dissolved gasses,
anthropogenic chemicals, radiochemistry and isotopes. In addition, afatmg chemical
parameters identified in this studyould be used to as indicators/traceos $hale gas
contamination, such as CI, TDS, TOC, thermogenic methane, and anthropogenic chemical,
amongst othersHowever, it was determined that no single indicator parameter can
conclusively identify shale gas contamination, based on possible mutiypiges for specific

indicators. Rather multiple lines of evidence must be used to determine contamination.

In terms of frequency, it was determined sampling should be divided intedeypetopment
baseline monitoring phase, and a detection monitoringepbaring shale gas development.
For the baseline monitoring phagke groundwater flow rate was used to determine that

guarterly samples were sufficieiiowever, during the detection monitoring phase, a tiered
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approached was best suited to the goaleiéation monitoring. In this strategy, remhe
monitoring of EC, pH, and methane can provide early warning. Only if there anomalous
recordingsin this tier, should sampling proceed to the next tiers, which included a
comprehensive analysis afl parameters identified in table 6.k was determined that such

an implementation strategy would facilitate the collection of baseline data and provide the

necessary level of protection to groundwater resources.

7.3.Recommendations

During the design of the groundwater monitoring netwdthnk, possibility of norstationary

dataset might have affected the validity of the resesed on such finding, the current
research recommends that further optimization to the network take glacera robust data
become availableThus,research recommended that at least 3 years of quarterly samples be
collected across the case study prior to shale gas development to improve the current data set.
This sampling should continue through the detectioonitoring phaseln addition, the
trending nature of the data and seasonality within the data must be investigated from a
hydrogeological view point as wellLastly, inorderto provide a truly robust monitoring
systemthe fate and transport adhale @s contaminarg within Karoo geologyneeds to be

understood.
7.4. Concluding remarks

The results of the 3 objectivesve been summarised sections7.2 These three objectives
represerdgd the 3 general components of a groundwater itnong system in itsentirety.

Thus, the results achieved in this research represent the most applicable monitoring system
within the scope of thisesearch, whicltould protect valuable groundwater resmms in the

South Western KarooFurthermorg in the future more advancmethodology such as
contaminant transport modelling can be employed to develop &y \earning system.
Finally, it wassuggested that the monitoring systéesigned in this researble implemented

at least three yeagwior to shale gas developmentarder tocollect the necessary baseline

data.
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Annex 1: Supplementary statistical information

1.1. Introduction

The following annex presents supplementary information regarding statistical analysis of the

available dataset. It is intended to support information already present in chapter 5 of this

thess.

1.2.1. Exploratory statistical analysis for ZQMWVL1

Table 1.1. Descriptive statistics for ZQMWVL1
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1.2.2. Histograms for ZQMWVL1
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1.2.3. Box and Whisker plots for ZQMWVL1
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1.2.4. Timeseries graphs for ZQMWVL1
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Figure 3.4.Time series graph for F concentrations
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1.3.1. Exploratory statisticalanalysis for ZQMWVL2

Table 1.2. Descriptive statistics for ZQMWVL2
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1.3.2. Histograms for ZQMWVL2
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1.3.4. Timeseries graphs for ZQMWVL2
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1.4.2. Histograms for ZQMLUE1
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1.4.4. Timeseries graphs of ZQMLUEL1

o
1%
m
i
3
a -
B M I du
E
. V £
o gt
5
k1t
i
§
1 § ] 5 Eil 5 kil E | 4
i il I E: |
[ 4
5
4
1
Sl R
5 .
£ ]
» Ei
s L
o]
fiid
10
il
15
4 [}
0 5 0 5 2 5 £ ! WII 5
2 3
1 k3
8
)
£ £
o
X6 3
i
'
n
2
0 [
0 5 1 15 2 5 k£l 1 15

138



=
W
=
= & #H # = = £ b
(wBw) en
=]
=
=
bt
5
[ .
=]
= = = = = = = - | B 2 -3 = =3 =
' (WBW) N-ZON+EON w (wBw) ros

139




